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#### Abstract

We propose a generalised Fisher information or a one-parameter extended class of the Fisher information for the case of one random variable. This new form of the Fisher information is obtained from the intriguing connection between the standard Fisher information and the variational principle together with the nonuniqueness property of the Lagrangian. A generalised Cramér-Rao inequality is also derived and a Fisher information hierarchy is also obtained from the two-parameter Kullback-Leibler divergence. An interesting point is that the whole Fisher information hierarchy, except for the standard Fisher information, does not follow the additive rule. Furthermore, the idea can be directly extended to obtain the one-parameter generalised Fisher information matrix for the case of one random variable with multi-estimated parameters. The hierarchy of the Fisher information matrices is obtained. The geometrical meaning of the first two matrices in the hierarchy is studied through the normal distribution. What we find is that these first two Fisher matrices give different nature of curvature on the same statistical manifold for the normal distribution.
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## 1. Introduction

There is no doubt that we are now in the "information era". The information is physical [1] and plays an essential role in modern physics ranging from thermodynamics, statistical mechanics, quantum mechanics to relativity. The birth of information theory can be traced back to the seminal paper of Shannon [2] on communication. The key quantity in this context is the entropy or more precisely "Shannon entropy" as the mean value of information or uncertainty inherent in the possible outcomes. An interesting point is that the Shannon entropy takes the same form as the Gibbs-Boltzmann entropy in the context of statistical mechanics, which measures the configuration of the microscopic states, if one ignores the Boltzmann's constant. However, the notion of entropy was first introduced in the context of
thermodynamics through the second law of thermodynamics, which is a bit more abstract relating to the heat flow in or out and the temperature of the system. However, if we trace back long before the breakthrough work of Shannon, Fisher purposed another information quantity, later known as Fisher information [3], as an uncertainty measurement on estimating unknown parameters in the system. This means that the Fisher information allows us to probe into the internal structure of the system. Therefore, Shannon entropy and Fisher information provide a complete description of the system in the sense that the Fisher information can give an insight of what the system is made of and the Shannon entropy gives the system behaviour in the big picture. The thing is that the Shannon differential entropy and Fisher information are connected what was first observed by Kullback [4]. With the Kullback insight, the Fisher information matrix can be obtained from the second derivative of the Kullback-Leibler divergence (or the relative entropy).

The Fisher information has a wide range of applications. It was shown that the Fisher information satisfies the H-theorem for the diffusion equation and, under certain conditions, the Fisher information gives the relative information measure of Kullback [5]. Moreover, it had been illustrated that Fisher information can be used to consider the relation between the arrow of time and symmetries of the Fokker-Planck equation [6]. The Fisher information also appears in the context of thermodynamic, since the thermodynamics' first law is obtained for Fisher's information measure known as the Fisher's thermodynamics first-law [7]. Furthermore, the connection between Schrödinger equation and Boltzmann transport equation can be established through the Fisher information [8]. Another interesting phenomenon is that, for a system obeying conservation of flow, the rate of increase of entropy partially depends on the Fisher information [9], see also [10]. This feature was coined as an addendum to the second law.

A generalised version of the Shannon entropy was first introduced by Renyi [11]. The Renyi entropy comes with a parameter and, in a suitable limit, the Shannon entropy can be recovered. Then one could think that the Renyi entropy is a oneparameter extended class of the Shannon entropy. On the statistical mechanical side, a generalised version of the Gibbs-Boltzmann entropy was proposed by Tsallis [12]. Again, this Tsallis entropy comes with a parameter and the Gibbs-Boltzmann entropy can be recovered in a suitable limit. One main feature of the Tsallis entropy is the nonadditive property directly related to the nonextensivity of the system. Consequently, this leads to a new kind of research area known as the Tsallis statistics with a wide range of applications in statistics, physics, chemistry, economics, and biosciences [13, 14]. Recently, an application in astrophysic for Tsallis entropy is studied [15], since the Boltzmann-Gibbs entropy is no longer a good mathematical tool to describe the systems. On the other hand, several extensions of Fisher information have been proposed in different aspects [16-21] to serve different uses in statistics. Recently, the one-parameter generalised Fisher information in the case of one random variable and one estimated variable is derived [22]. Then in this contribution, we will extend the idea to the case of Fisher information matrix with multi-estimated parameters and one random variable. The key motivation and derivation are still based on the
intriguing connection between Fisher information and variational principle observed by Frieden [23-25] together with one-parameter extended class of Lagrangians [28].

The remaining body of this work will be divided into two parts. The first half will be the overview of the work based on [22] with some extended points as follows. In Section 2, a brief review of the standard Fisher information together with notations will be given. In Section 3, one-parameter extended class of the Fisher information is given by employing the connection with the variational principle. The Fisher information hierarchy will be therefore obtained. In Section 4, the extended CramérRao inequality and nonadditive property are given. In Section 5, the connection between two-parameter Kullback-Leibler divergence and Fisher information hierarchy will be established. In Section 6, which is a second half of this work, one-parameter extended class of the Fisher information matrix will be obtained by directly employing the idea from the first half of the paper. The normal distribution will be used as the example to examine the geometrical nature of the Fisher information matrices. The last section will be about the conclusion and discussion.

## 2. Fisher information and Fisher information matrix

We shall start in this section to give a brief review of the basic Fisher information and the connection with Kullback-Leibler divergence. Given a set of random variables $X=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$, which belongs to the sample space $\Omega(X \in \Omega)$, and associated probability density functions $p\left(x_{i} \mid \theta\right)$, which are identical and independent, we define the likelihood as $L(\theta \mid X)=\prod_{i=1}^{N} p\left(x_{i} \mid \theta\right)$, where $\theta$ is an unknown parameter in the probability model. In principle, the likelihood measures how good the statistical model is compared to the sample of data $X$ for given values of the unknown parameter $\theta$. Then what we need is to find maximum value of the likelihood $\partial L(\theta \mid X) / \partial \theta=0$. However, in practice, the likelihood might not be well behaved in calculations. Since logarithm is a monotonic increasing function, we shall work with the $\log$-likelihood $\partial \log L(\theta \mid X) / \partial \theta=0$ (also called the score function), which gives the same maximum points. What we are interested in is the nature of the maximum peak as an indicator for how good it is for the estimated value. If the peak is thin, the estimated value is fairly determined. On the other hand, if the peak is broad, the estimated value is uncertainly determined. With this reason, we therefore consider the second derivative of the log-likelihood averaged over all possible random variables as the measure called the Fisher information

$$
\begin{equation*}
I(\theta) \equiv-\left\langle\frac{\partial^{2}}{\partial \theta^{2}} \log L(\theta \mid X)\right\rangle \tag{2.1}
\end{equation*}
$$

Employing the facts that

$$
\begin{equation*}
\frac{\partial}{\partial \theta} \log L(\theta \mid X)=\frac{1}{L(\theta \mid X)} \frac{\partial L(\theta \mid X)}{\partial \theta}, \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\frac{\partial}{\partial \theta} \log L(\theta \mid X)\right\rangle=0, \tag{2.3}
\end{equation*}
$$

the Fisher information can be re-expressed as
$I(\theta)=-\left\langle\frac{\partial^{2}}{\partial \theta^{2}} \log L(\theta \mid X)\right\rangle=\left\langle\left(\frac{\partial}{\partial \theta} \log L(\theta \mid X)\right)^{2}\right\rangle=\operatorname{Var}\left[\frac{\partial}{\partial \theta} \log L(\theta \mid X)\right]$.
Here, we can conclude that Fisher information tells us how much we know about the internal structure from the data with a given space of outcomes (sample space) $\Omega$.

The Fisher information also provides us an information lower bound on the variance of an unbiased estimator for a parameter. This relation is known as the Cramér-Rao inequality. To obtain such relation, one can start to consider the unbiased estimator given by

$$
\begin{equation*}
B(\hat{\Theta}) \equiv\langle\hat{\Theta}-\theta\rangle=\int_{\Omega} \cdots \int_{\Omega}(\hat{\Theta}-\theta) L(\theta \mid X) d X=0 \tag{2.5}
\end{equation*}
$$

where $\hat{\Theta}=h\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ is a point estimator. From now on, we might neglect the subscript $\Omega$ for the sake of simplicity. Next, we consider the derivative of (2.5) with respect to the parameter $\theta$ resulting in

$$
\begin{equation*}
\frac{\partial}{\partial \theta}\langle\hat{\Theta}-\theta\rangle=-\int \cdots \int L(\theta \mid X) d X+\int \cdots \int(\hat{\Theta}-\theta) \frac{\partial}{\partial \theta} L(\theta \mid X) d X \tag{2.6}
\end{equation*}
$$

Using the fact that $\int \cdots \int L(\theta \mid X) d X=1$, we obtain

$$
\begin{equation*}
\int \cdots \int\left[(\hat{\Theta}-\theta) \cdot L^{1 / 2}(\theta \mid X)\right]\left[\left(\frac{\partial}{\partial \theta} \log L(\theta \mid X)\right) \cdot L^{1 / 2}(\theta \mid X)\right] d X=1 \tag{2.7}
\end{equation*}
$$

Applying the Cauchy-Schwarz inequality, we obtain

$$
\begin{align*}
\frac{1}{\int \cdots \int(\hat{\Theta}-\theta)^{2} L(\theta \mid X) d X} & \leq \int \cdots \int\left(\frac{\partial}{\partial \theta} \log L(\theta \mid X)\right)^{2} L(\theta \mid X) d X \\
\frac{1}{\operatorname{Var}(\hat{\Theta})} & \leq I(\theta) \tag{2.8}
\end{align*}
$$

What we have in (2.8) is that the variance of any such estimator is at least as big as the inverse of the Fisher information.

In general, the estimated parameters could be a set, i.e. $\theta=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right)$. What we have now is the element $(i, j)$ of Fisher information matrix: $[I(\theta)]_{i j}$ given by

$$
\begin{equation*}
[I(\theta)]_{i j}=-\left\langle\frac{\partial^{2}}{\partial \theta_{i} \partial \theta_{j}} \log L(\theta \mid X)\right\rangle=\left\langle\left(\frac{\partial}{\partial \theta_{i}} \log L(\theta \mid X)\right)\left(\frac{\partial}{\partial \theta_{j}} \log L(\theta \mid X)\right)\right\rangle \tag{2.9}
\end{equation*}
$$

The interesting point is that the Fisher matrix can also be obtained by considering the relative entropy or the Kullback-Leibler divergence between two distribution $p(X)$ and $q(X)$ on the probability manifold

$$
\begin{equation*}
K L(p \| q)=\int \cdots \int p(X) \log \left(\frac{p(X)}{q(X)}\right) d X \tag{2.10}
\end{equation*}
$$

Then the Kullback-Leibler divergence between two probability distributions $L(\theta \mid X)$ and $L\left(\theta^{\prime} \mid X\right)$, parametised by $\theta$, is given by

$$
\begin{equation*}
D\left(\theta, \theta^{\prime}\right) \equiv K L\left(L(\theta \mid X) \| L\left(\theta^{\prime} \mid X\right)\right)=\int \cdots \int L(\theta \mid X) \log \left(\frac{L(\theta \mid X)}{L\left(\theta^{\prime} \mid X\right)}\right) d X \tag{2.11}
\end{equation*}
$$

For $\theta$ being fixed, the Kullback-Leibler divergence can be expanded around $\theta$ as

$$
\begin{equation*}
D\left(\theta, \theta^{\prime}\right)=\left.\frac{1}{2}\left(\theta^{\prime}-\theta\right)^{\mathrm{T}}\left(\frac{\partial^{2}}{\partial \theta_{i}^{\prime} \partial \theta_{j}^{\prime}} D\left(\theta, \theta^{\prime}\right)\right)\right|_{\theta=\theta^{\prime}}\left(\theta^{\prime}-\theta\right)+\mathcal{O}\left(\left(\theta^{\prime}-\theta\right)^{2}\right) \tag{2.12}
\end{equation*}
$$

where the second-order derivative is

$$
\begin{equation*}
\left.\left(\frac{\partial^{2}}{\partial \theta_{i}^{\prime} \partial \theta_{j}^{\prime}} D\left(\theta, \theta^{\prime}\right)\right)\right|_{\theta=\theta^{\prime}}=-\left.\int \cdots \int\left(\frac{\partial^{2}}{\partial \theta_{i}^{\prime} \partial \theta_{j}^{\prime}} L\left(\theta^{\prime} \mid X\right)\right)\right|_{\theta^{\prime}=\theta} L(\theta \mid X) d X=[I(\theta)]_{i j} \tag{2.13}
\end{equation*}
$$

With this connection, one may intuitively interpret the Fisher information as the metric between two points on the probability manifold. However, the Kullback-Leibler divergenece is not symmetric and does not follow the triangle inequality [29]. Then the Fisher information cannot be treated as a true metric.

## 3. One-parameter generalised Fisher information: One random variable

In this section, we shall derive a new type of Fisher information called oneparameter generalised Fisher information. One of the key features which will play important role to obtain such new Fisher information is the variational principle. The intriguing connection between the variational principle and Fisher information was proposed by Frieden [25]. Another feature is the nonuniqueness property of the Lagrangian which leads to the nonstandard form of Lagrangian called the multiplicative form [28].

Let us now define $\theta$ as actual value of a measurement quantity $X=\left(x_{1}, x_{2}, . ., x_{N}\right)$ with $N$ outcomes and $Y=\left(y_{1}, y_{2}, \ldots, y_{N}\right)$ as random errors associated with each measurement. Then we have

$$
\begin{equation*}
x_{i}=\theta+y_{i} . \tag{3.1}
\end{equation*}
$$

Next, let $p\left(x_{i} \mid \theta\right)$ be a probability distribution and $L(\theta \mid X)=\prod_{i=1}^{N} p\left(x_{i} \mid \theta\right)$ be the likelihood of probability distribution over the $x$ 's with respect to $\theta$. Recalling the Fisher information ${ }^{1}$ (2.1), we can write the Fisher information in additive (see more details in [25]) form as

$$
\begin{align*}
I(\theta) & =\int \cdots \int\left(\frac{\partial}{\partial \theta} \ln L(\theta \mid X)\right)^{2} L(\theta \mid X) \prod_{i=1}^{N} d x_{i} \\
& =\sum_{i=1}^{N} \int\left(\frac{\partial}{\partial \theta} \ln p\left(x_{i} \mid \theta\right)\right)^{2} p\left(x_{i} \mid \theta\right) d x_{i} . \tag{3.2}
\end{align*}
$$

[^0]In the case $N=1$, we have $p(x \mid \theta)=p(x-\theta)=p(y)$. The Fisher information is simply reduced to

$$
\begin{equation*}
I[p(y)]=\int \frac{\left(p^{\prime}(y)\right)^{2}}{p(y)} d y, \quad \text { where } \quad p^{\prime}(y)=\frac{d p(y)}{d y} \tag{3.3}
\end{equation*}
$$

Next, we do a transformation such that $q(y)=\sqrt{p(y)}$ resulting in

$$
\begin{equation*}
I[q(y)]=4 \int q^{\prime 2}(y) d y, \quad \text { where } \quad q^{\prime}(y)=\frac{d q(y)}{d y} \tag{3.4}
\end{equation*}
$$

We find that the Fisher information is now a functional with the input function $q(y)$. Here comes to an interesting point. If we define $I[q] \equiv S[q]$ as an action functional and $\mathscr{L}\left(q^{\prime}, q ; y\right) \equiv 4 q^{\prime 2}(y)$ as the Lagrangian, the variational principle would give the Euler-Lagrange equation

$$
\begin{equation*}
\frac{\partial \mathscr{L}\left(q^{\prime}, q ; y\right)}{\partial q(y)}-\frac{d}{d y}\left(\frac{\partial \mathscr{L}\left(q^{\prime}, q ; y\right)}{\partial q^{\prime}(y)}\right)=0 \tag{3.5}
\end{equation*}
$$

resulting in $-8 q^{\prime \prime}(y)=0$. This second-order differential equation describes the motion of a free particle (how a position $q$ changes with time $y$ ). This would mean that the Fisher information (3.4) could be remarkably treated as the action functional for the free particle and, of course, in the absence of interaction, the equation of motion in physics is a direct result of missing the Fisher information: $\delta I[q]=0$.

Next, what we would like to focus on is the property of the Lagrangian known as the nonuniqueness property. Commonly, two Lagrangians, differing by the total derivative with respect to time of some function $F(q, y)$, would give identical equation of motion. However, one could ask an inverse question as follows. Imposing the equation of motion, could we find all possible Lagrangians directly from the Euler-Lagrange equation? The answer is definitely yes and this problem is known as the inverse problem of the calculus of variations [26]. Recently, Sarawuttinack et al. [28] proposed a new type of Lagrangian called the multiplicative form for the case of one degree of freedom. Here we shall employ the same technique and propose an alternative Lagrangian for $\mathscr{L}\left(q^{\prime}, q ; y\right)=4 q^{\prime 2}(y)$ as $\mathscr{L}_{\lambda}\left(q^{\prime}, q ; y\right)=4\left[e^{\lambda q^{\prime 2}(y)}-1\right] / \lambda$, where the parameter $\lambda$ has to be an inverse square of velocity. Of course, the Lagrangian $\mathscr{L}_{\lambda}\left(q^{\prime}, q ; y\right)$ can be treated as one-parameter extended class of the standard Lagrangian $\mathscr{L}\left(q^{\prime}, q ; y\right)$. It is not difficult to see that these two Lagrangians give exactly the same equation of motion. By considering the limit $\lambda \rightarrow 0$, one finds that $\lim _{\lambda \rightarrow 0} \mathscr{L}_{\lambda}\left(q^{\prime}, q ; y\right)=\mathscr{L}\left(q^{\prime}, q ; y\right)=4 q^{\prime 2}(y)$. Then what we have is the action functional in the form

$$
\begin{equation*}
I_{\lambda}[q(y)]=\frac{4}{\lambda} \int\left[e^{\lambda q^{\prime 2}(y)}-1\right] d y \tag{3.6}
\end{equation*}
$$

We shall call (3.6) as a one-parameter generalised Fisher information. The reason can be seen as follows. If we expand the functional (3.6) with respect to the parameter $\lambda$, we obtain

$$
\begin{align*}
I_{\lambda}[q(y)] & =4 \int q^{\prime 2}(y) d y+4 \frac{\lambda}{2!} \int q^{\prime 4}(y) d y+4 \frac{\lambda^{2}}{3!} \int q^{\prime 6}(y) d y+\ldots \\
& =I_{1}[q(y)]+\frac{\lambda}{2!} I_{2}[q(y)]+\frac{\lambda^{2}}{3!} I_{3}[q(y)]+\ldots \tag{3.7}
\end{align*}
$$

What we have in (3.7) is a hierarchy $\left\{I_{1}, I_{2}, I_{3}, \ldots\right\}$, where the first three functionals are

$$
\begin{align*}
& I_{1}=4 \int\left(\frac{p^{\prime}(y)}{2 q(y)}\right)^{2} d y=\frac{4}{2^{2}} \int \frac{p^{\prime 2}(y)}{p(y)} d y=\frac{4}{2^{2}} \int\left(\frac{\partial}{\partial \theta} \ln p(x \mid \theta)\right)^{2} p(x \mid \theta) d x  \tag{3.8a}\\
& I_{2}=4 \int\left(\frac{p^{\prime}(y)}{2 q(y)}\right)^{4} d y=\frac{4}{2^{4}} \int \frac{p^{\prime 4}(y)}{p^{2}(y)} d y=\frac{4}{2^{4}} \int\left(\frac{\partial}{\partial \theta} \ln p(x \mid \theta)\right)^{4} p^{2}(x \mid \theta) d x,  \tag{3.8b}\\
& I_{3}=4 \int\left(\frac{p^{\prime}(y)}{2 q(y)}\right)^{6} d y=\frac{4}{2^{6}} \int \frac{p^{\prime 6}(y)}{p^{3}(y)} d y=\frac{4}{2^{6}} \int\left(\frac{\partial}{\partial \theta} \ln p(x \mid \theta)\right)^{6} p^{3}(x \mid \theta) d x . \tag{3.8c}
\end{align*}
$$

The first term is nothing but the standard Fisher information $I_{1}[q]=I[q]$ coinciding with the limit $\lim _{\lambda \rightarrow 0} I_{\lambda}[q(y)]=I[q(y)]$. With the structure in (3.8), one could easily write $I_{n}[p(y)]$ as

$$
\begin{equation*}
I_{n}(\theta)=\frac{4}{2^{2 n}} \int\left(\frac{\partial}{\partial \theta} \ln p(x \mid \theta)\right)^{2 n} p^{n}(x \mid \theta) d x, \quad n=1,2,3, \ldots \tag{3.9}
\end{equation*}
$$

The next point is that the standard Fisher information is in the average of the score function but the rest in the hierarchy is not. Then we shall seek a transformation to express the higher-order Fisher information in the statistical average. We shall first consider the second function in (3.8b) and introduce a new variable $\phi_{1} \equiv p^{2}$ such that $p^{\prime}(y)=\phi_{1}^{\prime}(y) / 2 p(y)$, resulting in
$I_{2}(\theta)=\frac{4}{4^{4}} \int \frac{\phi_{1}^{\prime 4}(y)}{\phi_{1}^{4}(y)} \phi_{1}(y) d y, \quad$ or $\quad I_{2}(\theta)=\frac{4}{4^{4}} \int\left[\frac{\partial}{\partial \theta} \ln \phi_{1}(x \mid \theta)\right]^{4} \phi_{1}(x \mid \theta) d x$.
We shall call (3.10) as the 2nd-order Fisher information. Continuing the same technique of transformation, then the $n$ th-order Fisher information (3.9) becomes

$$
\begin{equation*}
I_{n}(\theta)=\frac{4}{(2 n)^{2 n}} \int\left[\frac{\partial}{\partial \theta} \ln \phi_{n-1}(x \mid \theta)\right]^{2 n} \phi_{n-1}(x \mid \theta) d x \tag{3.11}
\end{equation*}
$$

where $\phi_{n-1}(y)=p^{n}(y)$ and the generalised Fisher information (3.7) can be expressed in terms of infinite series as

$$
\begin{equation*}
I_{\lambda}(\theta)=\sum_{n=1}^{\infty} \frac{\lambda^{n-1}}{n!} I_{n}(\theta) \tag{3.12}
\end{equation*}
$$

At this point, we may treat (3.7) as the generating function for the entire hierarchy of the Fisher information by expanding with respect to the parameter $\lambda$.

The remaining thing is what is the meaning of the higher-order $n$th Fisher information? For simplicity, we shall try to interpret the 1 st order and 2 nd order of
the Fisher information in the hierarchy. To make the thing more transparent, we shall work with the well-known example: the normal distribution with two parameters $\theta=\{\mu, \sigma\}$,

$$
\begin{equation*}
p(x \mid \theta=\{\mu, \sigma\})=\frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-\frac{(x-\mu)^{2}}{2 \sigma^{2}}} \tag{3.13}
\end{equation*}
$$

where $\mu$ is the mean value and $\sigma^{2}$ is the variance, respectively. Here, the parameter $\sigma$ is given and the parameter $\mu$ will be estimated. The standard Fisher information, the first term in the hierarchy, is $1 / \sigma^{2}$. This means that for normal distribution, Fisher information is proportional to the variance of the density function. Therefore, when the normal distribution is broad (our data is in a sort of spread), that is has high value of $\sigma$, then we have a low Fisher information. On the other hand, if normal distribution is narrow, that is it has low value of $\sigma$, then we have a high Fisher information. These features imply that Fisher information can be used to measure the degree of disorder of a system in the same way as the entropy can do [23].

For the 2 nd terms in the Fisher information hierarchy, we first make the transformation on the probability such that $\phi_{1}=p^{2}$, resulting in

$$
\begin{equation*}
\phi_{1}(x \mid \theta=\{\mu, \sigma\})=\frac{1}{2 \pi \sigma^{2}} e^{-\frac{(x-\mu)^{2}}{\sigma^{2}}}, \tag{3.14}
\end{equation*}
$$

and

$$
\begin{align*}
\ln \phi_{1}(x \mid \theta=\{\mu, \sigma\}) & =\ln \frac{1}{2 \pi \sigma^{2}}-\frac{(x-\mu)^{2}}{\sigma^{2}} \\
& =\ln \frac{1}{2 \pi \sigma^{2}}-\frac{x^{2}-2 \mu x+\mu^{2}}{\sigma^{2}} \tag{3.15}
\end{align*}
$$

Then we can compute the log-likelihood by

$$
\begin{equation*}
\frac{\partial \ln \phi_{1}(x \mid \theta=\{\mu, \sigma\})}{\partial \mu}=\frac{2(x-\mu)}{\sigma^{2}} . \tag{3.16}
\end{equation*}
$$

We then have

$$
\begin{align*}
I_{2}[\theta] & =\frac{4}{\left(4^{4}\right)} \int_{-\infty}^{\infty}\left[\frac{\partial}{\partial \mu} \ln \phi_{1}(x \mid \theta=\{\mu, \sigma\})\right]^{4} \phi_{1}(x \mid \theta=\{\mu, \sigma\}) d x \\
& =\frac{2^{4} 4}{\left(4^{4}\right) \sigma^{8}} \int_{-\infty}^{\infty}\left[x^{4}-4 \mu x^{3}+6 x^{2} \mu^{2}-4 \mu^{3} x+\mu^{4}\right] \phi_{1}(x \mid \theta=\{\mu, \sigma\}) d x \\
& =\frac{2^{4} 4}{\left(4^{4}\right) \sigma^{8}}\left[m_{4}-4 \mu m_{3}+6 \mu^{2} m_{2}-3 \mu^{4}\right] \\
& =\frac{1}{4\left(\sigma^{2}\right)^{4}} m_{4}^{\prime} \tag{3.17}
\end{align*}
$$

where $m_{n}=\left\langle x^{n}\right\rangle$ is called the $n$th statistical raw moment and $m_{4}^{\prime}=\left\langle(x-\mu)^{4}\right\rangle$ is the 4th central moment. We can see that the 2nd-order Fisher information depends on the 4th central moment for probability $\phi_{1}(x \mid \mu, \sigma)$ and the reciprocal of the fourth power of the variance. The result seems to suggest that the 2nd-order Fisher information tells us about the outliers and tailedness [27]. Here let us elaborate a bit more. Suppose there are two normal distributions with different variances. For the large variance, the distribution will be broad and of course this means that it has higher chance to get the relatively rare events or long tail. On the other hand, the distribution will be quite sharp for the small variance and the tail will be short. Then with this particular example, we can see that the 2nd-order Fisher information can possibly be used to indicate how good we could make the estimation of the unknown parameter through the nature of the tail of the distribution (which, of course, is related to the variance of the distribution).

## 4. Generalised Cramér-Rao inequatlity and nonadditivity property

In this section, we will construct the Cramér-Rao inequality associated with the Fisher information hierarchy given in the previous section. To achieve the goal, we start with

$$
\begin{equation*}
\langle\hat{\Theta}-\theta\rangle=\int(\hat{\Theta}-\theta) p^{q}(x \mid \theta) d x=0 \tag{4.1}
\end{equation*}
$$

which is known as the $q$-expectation value [30-32] . Taking the first derivative, we obtain

$$
\begin{align*}
\frac{\partial}{\partial \theta}\langle\hat{\Theta}-\theta\rangle & =\int \frac{\partial}{\partial \theta}(\hat{\Theta}-\theta) p^{q}(x \mid \theta) d x+\int(\hat{\Theta}-\theta) \frac{\partial}{\partial \theta} p^{q}(x \mid \theta) d x \\
& =-\int p^{q}(x \mid \theta) d x+q \int(\hat{\Theta}-\theta) p^{q-1}(x \mid \theta) \frac{\partial}{\partial \theta} p(x \mid \theta) d x \\
& =-\int p^{q}(x \mid \theta) d x+q \int(\hat{\Theta}-\theta) p^{q-1}(x \mid \theta) p(x \mid \theta) \frac{\partial}{\partial \theta} \ln p(x \mid \theta) d x \\
& =-Q_{q}+q J=0, \tag{4.2}
\end{align*}
$$

where

$$
\begin{align*}
Q_{q} & \equiv \int p^{q}(x \mid \theta) d x,  \tag{4.3}\\
J & \equiv \int(\hat{\Theta}-\theta) p^{q-1}(x \mid \theta) p(x \mid \theta) \frac{\partial}{\partial \theta} \ln p(x \mid \theta) d x . \tag{4.4}
\end{align*}
$$

Conventionally, the term $Q_{q}$ is known as the information generating function [32] with Tsallis index $q$ [12] (we are now interested in case $q \geq 1$ ) and it is also called the incomplete normalization. The $p^{q}$ is called the effective probability [31]. Next, we rewrite the $J$ in the form

$$
\begin{equation*}
J=\int[(\hat{\Theta}-\theta)]\left[\left(\frac{\partial}{\partial \theta} \ln p(x \mid \theta)\right) \quad p^{q-1}(x \mid \theta)\right] p(x \mid \theta) d x . \tag{4.5}
\end{equation*}
$$

Applying the Hölder's inequality [33] to (4.5), we obtain

$$
\begin{align*}
J & \leq\left[\int(\hat{\Theta}-\theta)^{\beta} p(x \mid \theta) d x\right]^{1 / \beta}\left[\int\left(\frac{\partial}{\partial \theta} \ln p(x \mid \theta)\right)^{\alpha}\left(p^{q-1}(x \mid \theta)\right)^{\alpha} p(x \mid \theta) d x\right]^{1 / \alpha} \\
& =\left[\int(\hat{\Theta}-\theta)^{\beta} p(x \mid \theta) d x\right]^{1 / \beta}\left[\int\left(\frac{\partial}{\partial \theta} \ln p(x \mid \theta)\right)^{\alpha} p^{\alpha(q-1)+1}(x \mid \theta) d x\right]^{1 / \alpha} \tag{4.6}
\end{align*}
$$

where the Hölder conjugates $\alpha$ and $\beta$ are related by the condition $1 / \alpha+1 / \beta=1$ for $\alpha, \beta=[1, \infty]$. Finally, employing (4.2), the inequality (4.6) becomes

$$
\begin{align*}
\frac{Q_{q}}{q} & =\frac{\int p^{q}(x \mid \theta) d x}{q} \\
& \leq\left[\int(\hat{\Theta}-\theta)^{\beta} p(x \mid \theta) d x\right]^{1 / \beta}\left[\int\left(\frac{\partial}{\partial \theta} \ln p(x \mid \theta)\right)^{\alpha} p^{\alpha(q-1)+1}(x \mid \theta) d x\right]^{1 / \alpha} \tag{4.7}
\end{align*}
$$

which is our generalised Cramér-Rao inequality. It is not difficult to see that if one takes $q=1, \beta=2$ and $\alpha=2$, the standard Cramér-Rao inequality can be recovered. For $\alpha=4, \beta=4 / 3$ and $q=5 / 4$, we obtain

$$
\begin{equation*}
\frac{4 Q_{5 / 4}}{5^{4}\left\langle(\hat{\Theta}-\theta)^{4 / 3}\right\rangle^{3}} \leq I_{2} \tag{4.8}
\end{equation*}
$$

which is the Cramér-Rao inequality for the 2nd order Fisher information. Basically, the inequality (4.7) provides the Cramér-Rao bound for the whole Fisher information hierarchy as shown in Table 1.

Table 1. The three parameters associated with the first four Cramér-Rao inequalities.

| $n$th Cramér-Rao inequality | Parameters |  |  |
| :---: | :---: | :---: | :---: |
|  | $q$ | $\beta$ | $\alpha$ |
| 1st-order | 1 | 2 | 2 |
| 2nd-order | $5 / 4$ | $4 / 3$ | 4 |
| 3rd-order | $4 / 3$ | $6 / 5$ | 6 |
| 4th-order | $11 / 8$ | $8 / 7$ | 8 |

Next, we will investigate the additive property of the higher order Fisher information. For simplicity, we shall start with the 2nd-order Fisher information. Suppose we have a system composed of two independent identical subsystems with random variables $X=\left(x_{1}, x_{2}\right)$, where superscripts denote the subsystems. The joint probability of the two subsystems is given by $p_{12} \equiv p\left(x_{1}, x_{2} \mid \theta\right)=p\left(x_{1} \mid \theta\right) p\left(x_{2} \mid \theta\right) \equiv$ $p_{1} p_{2}$. What we have for the 2 nd-order Fisher information is

$$
\begin{align*}
I_{2}\left(p_{12}\right)= & \frac{4}{2^{4}} \iint\left(\frac{\partial}{\partial \theta} \ln \left(p_{1} p_{2}\right)\right)^{4} p_{1}^{2} p_{2}^{2} d x_{1} d x_{2} \\
= & \frac{4}{2^{4}}\left[\int\left(\frac{\partial}{\partial \theta} \ln p_{1}\right)^{4} p_{1}^{2} d x_{1} \int p_{2}^{2} d x_{2}+4 \int\left(\frac{\partial}{\partial \theta} \ln p_{1}\right)^{3} p_{1}^{2} d x_{1} \int\left(\frac{\partial}{\partial \theta} \ln p_{2}\right) p_{2}^{2} d x_{2}\right. \\
& +6 \int\left(\frac{\partial}{\partial \theta} \ln p_{1}\right)^{2} p_{1}^{2} d x_{1} \int\left(\frac{\partial}{\partial \theta} \ln p_{2}\right)^{2} p_{2}^{2} d x_{2} \\
& \left.+4 \int\left(\frac{\partial}{\partial \theta} \ln p_{1}\right) p_{1}^{2} d x_{1} \int\left(\frac{\partial}{\partial \theta} \ln p_{2}\right)^{3} p_{2}^{2} d x_{2}+\int p_{1}^{2} d x_{1} \int\left(\frac{\partial}{\partial \theta} \ln p_{2}\right)^{4} p_{2}^{2} d x_{2}\right] \\
= & \frac{4}{2^{4}}\left[Q_{2}\left(p_{2}\right) \int\left(\frac{\partial}{\partial \theta} \ln p_{1}\right)^{4} p_{1}^{2} d x_{1}+6 \int\left(\frac{\partial}{\partial \theta} \ln p_{1}\right)^{2} p_{1}^{2} d x_{1} \int\left(\frac{\partial}{\partial \theta} \ln p_{2}\right)^{2} p_{1}^{2} d x_{2}\right. \\
& \left.+Q_{2}\left(p_{1}\right) \int\left(\frac{\partial}{\partial \theta} \ln p_{2}\right)^{4} p_{2}^{2} d x_{2}\right] \\
= & \frac{1}{4}\left[Q_{2}\left(p_{2}\right) I_{2}\left(p_{1}\right)+Q_{2}\left(p_{1}\right) I_{2}\left(p_{2}\right)+6 I\left(p_{1}\right) I\left(p_{2}\right)\right] . \tag{4.9}
\end{align*}
$$

We see that the 2nd-order Fisher information does not follow the additive rule. With the result in (4.9), it is not difficult now to see that the nth order Fisher information could give

$$
\begin{align*}
I_{n}\left(p_{12}\right)= & \frac{4}{2^{2 n}}\left[\binom{2 n}{0} Q_{n}\left(p\left(x_{2} \mid \theta\right)\right) \int\left(\frac{\partial}{\partial \theta} \ln p\left(x_{1} \mid \theta\right)\right)^{2 n} p^{n}\left(x_{1} \mid \theta\right) d x_{1}\right. \\
& +\sum_{k=2}^{2 n-2}\binom{2 n}{k} \int\left(\frac{\partial}{\partial \theta} \ln p\left(x_{1} \mid \theta\right)\right)^{2 n-k} p^{n}\left(x_{1} \mid \theta\right) d x_{1} \int\left(\frac{\partial}{\partial \theta} \ln p\left(x_{2} \mid \theta\right)\right)^{k} p^{n}\left(x_{2} \mid \theta\right) d x_{2} \\
& \left.+\binom{2 n}{2 n} Q_{n}\left(p\left(x_{1} \mid \theta\right)\right) \int\left(\frac{\partial}{\partial \theta} \ln p\left(x_{2} \mid \theta\right)\right)^{2 n} p^{n}\left(x_{2} \mid \theta\right) d x_{2}\right] \tag{4.10}
\end{align*}
$$

where the first and last terms refer to the Fisher information for each subsystem and the middle one is the crossing-term. Therefore, our Fisher information hierarchy does not follow the additive property, except for the standard Fisher information: $n=1$.

## 5. The Kullback--Leibler divergence revisited

Here in this section, we shall investigate the connection between our Fisher information hierarchy and the Kullback--Leibler divergence. We shall begin with the Kullback--Leibler divergence

$$
\begin{equation*}
D(p(y) \| q(y))=\int p(y) \ln \left(\frac{p(y)}{q(y)}\right) d y \tag{5.1}
\end{equation*}
$$

where $p$ and $q$ are two different points on the probability manifold. If $q(y)=$ $p(y+\Delta)=p(y)+\Delta p^{\prime}(y)$, where $p^{\prime}(y)=d p(y) / d y$, we have

$$
\begin{equation*}
D\left(p(y) \| p(y)+\Delta p^{\prime}(y)\right)=\int p(y) \ln \left(\frac{p(y)}{p(y)+\Delta p^{\prime}(y)}\right) d y \tag{5.2}
\end{equation*}
$$

We then shall expand (5.2) with respect to $p^{\prime}$. Keeping only the first dominating term, we obtain

$$
\begin{equation*}
D\left(p(y) \| p(y)+\Delta p^{\prime}(y)\right) \approx \int \frac{1}{2} \frac{\left(p^{\prime}(y)\right)^{2}}{p(y)} d y=\frac{1}{2} I(p(y)) \tag{5.3}
\end{equation*}
$$

We could see that the right-hand side of (5.3) is nothing but the standard Fisher information.

Now we use the two-parameter Kullback-Leibler divergence [16]

$$
\begin{equation*}
D_{q, q^{\prime}}\left(p(y) \| p(y)+\Delta p^{\prime}(y)\right)=\int p^{q}(y)\left(\ln \frac{p(y)}{p(y)+\Delta p^{\prime}(y)}\right)^{q^{\prime}} d y \tag{5.4}
\end{equation*}
$$

Here we do again the expansion with respect to $p^{\prime}$ and we obtain the two-parameter generalisation of the Fisher information from the first dominant term

$$
\begin{equation*}
I_{a, b}(p)=\int p^{a}(y)\left(\frac{d p(y)}{d y}\right)^{b} d y \tag{5.5}
\end{equation*}
$$

where $a=q-q^{\prime}-1$ and $b=q^{\prime}+1$ with the requirements $q>0$ and $q^{\prime}>0$. We find that, with a suitable choice of parameters, our whole hierarchy of Fisher information can be identified as shown in the Table 2.

Table 2. Comparison of our one-parameter Fisher information with the two-parameter Fisher information (5.5).

| $n$th Fisher information | Parameters |  |
| :---: | :---: | :---: |
|  | $a$ | $b$ |
| 1st-order: $I_{1}$ | 1 | 2 |
| 2nd-order: $I_{2}$ | 2 | 4 |
| 3rd-order: $I_{3}$ | 3 | 6 |
| 4th-order: $I_{4}$ | 4 | 8 |

We note here that the quantities in (5.5), which are directly connected with our Fisher information hierarchy as we already mentioned, can be possibly viewed as the generalised Fisher information. However, there exist also other types of the generalised Fisher information for different purposes and motivations [21, 34].

## 6. One-parameter generalised Fisher information matrix: one random variable

With the result of the extension of the Fisher information in the case of one estimated parameter, in this section, we will consider the case of the multi-estimated
parameters: $\theta=\left\{\theta_{1}, \theta_{2}, \ldots, \theta_{N}\right\}$. Recalling the Fisher information matrix (2.9), we propose a one-parameter generalised Fisher information matrix

$$
\begin{equation*}
\left[I_{\lambda}(\theta)\right]=\frac{1}{\lambda} \int d x\left(e^{\lambda p(x \mid \theta)[I(\theta)]}-\mathbb{I}_{N \times N}\right) \tag{6.1}
\end{equation*}
$$

where $\mathbb{I}_{N \times N}$ is the identity matrix with dimension $N \times N$. Expanding (6.1) with respect to the parameter $\lambda$, one obtains

$$
\begin{align*}
{\left[I_{\lambda}(\theta)\right] } & =\frac{1}{\lambda} \int d x\left(\lambda p(x \mid \theta)[I(\theta)]+\frac{\lambda^{2}}{2!} p^{2}(x \mid \theta)[I(\theta)]^{2}+\ldots\right) \\
& =\left[I_{1}(\theta)\right]+\frac{\lambda}{2!}\left[I_{2}(\theta)\right]+\ldots \tag{6.2}
\end{align*}
$$

What we obtain now is a hierarchy of the Fisher information matrices: $\left\{\left[I_{1}(\theta)\right],\left[I_{2}(\theta)\right], \ldots\right\}$. Obviously, $\left[I_{1}(\theta)\right]=[I(\theta)]$ is nothing but the standard Fisher information matrix.

It is not difficult to see that if the number of estimated parameters is one, (6.2) simply reduces to

$$
\begin{align*}
I_{\lambda}(\theta) & =\frac{1}{\lambda} \int d x\left(e^{\lambda p\left[\left(\partial_{\theta} \ln p\right)^{2}\right]}-1\right) \\
& =\frac{1}{\lambda} \int d x\left(\lambda p\left[\left(\partial_{\theta} \ln p\right)^{2}\right]+\frac{\lambda^{2}}{2!} p^{2}\left[\left(\partial_{\theta} \ln p\right)^{2}\right]^{2}+\ldots\right) \tag{6.3}
\end{align*}
$$

where $p(x \mid \theta)=p$ and $\frac{\partial}{\partial \theta}=\partial_{\theta}$. Of course, (6.3) is what we obtained in the previous section and where various properties are studied.

Next, we would like to look further on the geometrical meaning of what we have in (6.1). For simplicity, we shall focus on the case of two estimated parameters. Then we have

$$
\begin{align*}
{\left[I_{\lambda}(\theta)\right]=} & \frac{1}{\lambda} \int d x\left(e^{\lambda p}\left[\begin{array}{cc}
\left(\partial_{1} \ln p\right)^{2} & \left(\partial_{1} \ln p\right)\left(\partial_{2} \ln p\right) \\
\left(\partial_{2} \ln p\right)\left(\partial_{1} \ln p\right) & \left(\partial_{2} \ln p\right)^{2}
\end{array}\right]_{\left.-\mathbb{I}_{2 \times 2}\right)}\right. \\
= & \frac{1}{\lambda} \int d x\left(\lambda p\left[\begin{array}{cc}
\left(\partial_{1} \ln p\right)^{2} & \left(\partial_{1} \ln p\right)\left(\partial_{2} \ln p\right) \\
\left(\partial_{2} \ln p\right)\left(\partial_{1} \ln p\right) & \left(\partial_{2} \ln p\right)^{2}
\end{array}\right]\right. \\
& \left.+\frac{\lambda^{2}}{2!} p^{2}\left[\begin{array}{cc}
\left(\partial_{1} \ln p\right)^{2} & \left(\partial_{1} \ln p\right)\left(\partial_{2} \ln p\right) \\
\left(\partial_{2} \ln p\right)\left(\partial_{1} \ln p\right) & \left(\partial_{2} \ln p\right)^{2}
\end{array}\right]^{2}+\ldots\right) \\
= & {\left[I_{1}(\theta)\right]+\frac{\lambda}{2!}\left[I_{2}(\theta)\right]+\ldots, } \tag{6.4}
\end{align*}
$$

where $\left\{\partial_{i}=\partial / \partial \theta_{i} ; i=1,2\right\}$. The first one is the standard Fisher information matrix with dimension $2 \times 2$ given by

$$
\begin{align*}
{\left[I_{1}(\theta)\right] } & =\left[\begin{array}{cc}
I_{1}(\theta)_{11} & I_{1}(\theta)_{12} \\
I_{1}(\theta)_{21} & I_{1}(\theta)_{22}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\int d x p\left(\partial_{1} \ln p\right)^{2} & \int d x p\left(\partial_{1} \ln p\right)\left(\partial_{2} \ln p\right) \\
\int d x p\left(\partial_{2} \ln p\right)\left(\partial_{1} \ln p\right) & \int d x p\left(\partial_{2} \ln p\right)^{2}
\end{array}\right] \tag{6.5}
\end{align*}
$$

The 2 nd order Fisher information matrix with the dimension $2 \times 2$ is given by

$$
\left[I_{2}(\theta)\right]=\left[\begin{array}{ll}
I_{2}(\theta)_{11} & I_{2}(\theta)_{12}  \tag{6.6}\\
I_{2}(\theta)_{21} & I_{2}(\theta)_{22}
\end{array}\right]
$$

where

$$
\begin{align*}
& I_{2}(\theta)_{11}=\int d x p^{2}\left(\left(\partial_{1} \ln p\right)^{4}+\left(\partial_{1} \ln p\right)^{2}\left(\partial_{2} \ln p\right)^{2}\right)  \tag{6.7a}\\
& I_{2}(\theta)_{12}=\int d x p^{2}\left(\left(\partial_{1} \ln p\right)^{3}\left(\partial_{2} \ln p\right)+\left(\partial_{1} \ln p\right)\left(\partial_{2} \ln p\right)^{3}\right)  \tag{6.7b}\\
& I_{2}(\theta)_{21}=\int d x p^{2}\left(\left(\partial_{2} \ln p\right)^{3}\left(\partial_{1} \ln p\right)+\left(\partial_{2} \ln p\right)\left(\partial_{1} \ln p\right)^{3}\right)  \tag{6.7c}\\
& I_{2}(\theta)_{22}=\int d x p^{2}\left(\left(\partial_{1} \ln p\right)^{2}\left(\partial_{2} \ln p\right)^{2}+\left(\partial_{2} \ln p\right)^{4}\right) \tag{6.7d}
\end{align*}
$$

To illustrate the geometrical meaning of the first two Fisher information matrices in (6.4), we shall again use the normal distribution

$$
\begin{equation*}
p(x \mid \theta=\{\mu, \sigma\})=\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{1}{2 \sigma^{2}}(x-\mu)^{2}} \tag{6.8}
\end{equation*}
$$

as a prime example. We therefore define a statistical manifold $M=\left\{N\left(\mu, \sigma^{2}\right)\right\}=$ $\left\{p(x \mid \mu, \sigma) \mid(\mu, \sigma) \in \mathbb{R} \times \mathbb{R}^{+}\right\}$. It is not difficult to find that the log-likelihood is given by

$$
\begin{equation*}
\ln p(x \mid \theta=\{\mu, \sigma\})=\ln \frac{1}{\sqrt{2 \pi} \sigma}-\frac{1}{2 \sigma^{2}}(x-\mu)^{2} \tag{6.9}
\end{equation*}
$$

Therefore, we have

$$
\begin{align*}
\frac{\partial}{\partial \theta_{1}} \ln p(x \mid \theta) & =\frac{\partial}{\partial \mu} \ln p(x \mid \theta)=\frac{x-\mu}{\sigma^{2}} \\
\frac{\partial}{\partial \theta_{2}} \ln p(x \mid \theta) & =\frac{\partial}{\partial \sigma} \ln p(x \mid \theta)=\frac{(x-\mu)^{2}}{\sigma^{3}}-\frac{1}{\sigma} \tag{6.10}
\end{align*}
$$

The first Fisher matrix $\left[I_{1}(\theta)\right]$ : We compute first the component $[I(\theta)]_{11}$,

$$
\begin{align*}
I_{1}(\theta)_{11} & =\int_{-\infty}^{\infty} d x p\left(\partial_{\mu} \ln p\right)^{2}=\int d x\left(\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{1}{2 \sigma^{2}}(x-\mu)^{2}}\right)\left(\frac{x-\mu}{\sigma^{2}}\right)^{2} \\
& =\frac{1}{\sqrt{2 \pi} \sigma^{5}} \int d z \quad z^{2}\left(e^{-\frac{1}{2 \sigma^{2}} z^{2}}\right) \tag{6.11}
\end{align*}
$$

where $z=x-\mu$ is used. Since (6.11) is the Gaussian integral, therefore, we obtain

$$
\begin{equation*}
I_{1}(\theta)_{11}=\frac{1}{\sqrt{2 \pi} \sigma^{5}}\left\{\sqrt{2 \pi} \sigma^{3}\right\}=\frac{1}{\sigma^{2}} \tag{6.12}
\end{equation*}
$$

We note here that this component of the Fisher information matrix is nothing but the standard one obtained in the previous section. Next, the component $I_{1}(\theta)_{22}$ can be computed as follows

$$
\begin{align*}
& I_{1}(\theta)_{22}=\int d x p\left(\partial_{\sigma} \ln p\right)^{2} \\
&=\int d x\left(\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{1}{2 \sigma^{2}}(x-\mu)^{2}}\right)\left(\frac{(x-\mu)^{2}}{\sigma^{3}}-\frac{1}{\sigma}\right)^{2} \\
&=\frac{1}{\sqrt{2 \pi} \sigma} \int d z\left(e^{-\frac{1}{2 \sigma^{2}} z^{2}}\right)\left(\frac{z^{4}}{\sigma^{6}}-\frac{2 z^{2}}{\sigma^{4}}+\frac{1}{\sigma^{2}}\right) \\
&=\frac{1}{\sqrt{2 \pi} \sigma}\left\{\frac{1}{\sigma^{6}} \int d z z^{4}\left(e^{-\frac{1}{2 \sigma^{2}} z^{2}}\right)-\frac{2}{\sigma^{4}} \int d z \quad z^{2}\left(e^{-\frac{1}{2 \sigma^{2}} z^{2}}\right)\right. \\
&\left.\quad+\frac{1}{\sigma^{2}} \int d z\left(e^{-\frac{1}{2 \sigma^{2}} z^{2}}\right)\right\} \\
&=\frac{1}{\sqrt{2 \pi} \sigma}\left\{\frac{1}{\sigma^{6}}\left(3 \sqrt{2 \pi} \sigma^{5}\right)-\frac{2}{\sigma^{4}}\left(\sqrt{2 \pi} \sigma^{3}\right)+\frac{1}{\sigma^{2}}(\sqrt{2 \pi} \sigma)\right\} \\
&=\frac{2}{\sigma^{2}} \tag{6.13}
\end{align*}
$$

Lastly, we find that the off-diagonal components $I_{1}(\theta)_{12}$ and $I_{1}(\theta)_{21}$ are the same. These two quantities vanish as follows

$$
\begin{align*}
I_{1}(\theta)_{12}=I_{1}(\theta)_{21} & =\int d x p\left(\partial_{\mu} \ln p\right)\left(\partial_{\sigma} \ln p\right) \\
& =\int d x\left(\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{1}{2 \sigma^{2}}(x-\mu)^{2}}\right)\left(\frac{x-\mu}{\sigma^{2}}\right)\left(\frac{(x-\mu)^{2}}{\sigma^{3}}-\frac{1}{\sigma}\right) \\
& =\frac{1}{\sqrt{2 \pi} \sigma} \int d z \quad\left(e^{-\frac{1}{2 \sigma^{2}} z^{2}}\right)\left(\frac{z}{\sigma^{2}}\right)\left(\frac{z^{2}}{\sigma^{3}}-\frac{1}{\sigma}\right) \\
& =\frac{1}{\sqrt{2 \pi} \sigma}\left\{\frac{1}{\sigma^{5}} \int d z \quad z^{3}\left(e^{-\frac{1}{2 \sigma^{2}} z^{2}}\right)-\frac{1}{\sigma^{3}} \int d z \quad z\left(e^{-\frac{1}{2 \sigma^{2}} z^{2}}\right)\right\} \\
& =0 \tag{6.14}
\end{align*}
$$

Finally, the standard Fisher information matrix can be expressed as

$$
[I(\theta)]=\left[I_{1}(\theta)\right]=\left[\begin{array}{cc}
\frac{1}{\sigma^{2}} & 0  \tag{6.15}\\
0 & \frac{2}{\sigma^{2}}
\end{array}\right]
$$

Of course with (6.15), one can write the line element

$$
\begin{equation*}
d s^{2}=g_{i j} d x^{i} d x^{j} \tag{6.16}
\end{equation*}
$$

where $i, j=1,2$. We now introduce a new set of variables such that

$$
\left[\begin{array}{l}
d x^{1}  \tag{6.17}\\
d x^{2}
\end{array}\right]=\left[\begin{array}{l}
d \mu \\
d \sigma
\end{array}\right]=\left[\begin{array}{l}
d x \\
d y
\end{array}\right]
$$

Then the matrix and its inverse become

$$
g_{i j}=\left[\begin{array}{cc}
1 / y^{2} & 0  \tag{6.18}\\
0 & 1 / y^{2}
\end{array}\right], \quad g^{i j}=\left[\begin{array}{cc}
y^{2} & 0 \\
0 & y^{2}
\end{array}\right] .
$$

We note that the factor 2 is dropped out at the moment for simplicity. With (6.17) and (6.18), (6.16) can be simply written as

$$
\begin{equation*}
d s^{2}=\frac{d x^{2}+d y^{2}}{y^{2}} \tag{6.19}
\end{equation*}
$$

Now, the distance between the two points $P$ and $Q$ in space $M$ is

$$
\begin{equation*}
s=\int_{P}^{Q} \mathscr{L}\left(y^{\prime}, y ; x\right) d x \tag{6.20}
\end{equation*}
$$

where $y^{\prime}=d y / d x$ and $\mathscr{L}\left(y^{\prime}, y ; x\right)=\sqrt{1+y^{2} / y^{2}}$ is treated as the Lagrangian. The Euler-Lagrange equation

$$
\begin{equation*}
\frac{d}{d x} \frac{\partial \mathscr{L}\left(y^{\prime}, y ; x\right)}{\partial y^{\prime}}-\frac{\partial \mathscr{L}\left(y^{\prime}, y ; x\right)}{\partial y}=0 \tag{6.21}
\end{equation*}
$$

yields

$$
\begin{equation*}
y y^{\prime \prime}+\left(1+y^{\prime 2}\right)=0 \tag{6.22}
\end{equation*}
$$

Eq. (6.22) is the geodesic equation and the solution is given by

$$
\begin{align*}
y & =\sqrt{-2 C_{2} x-C_{2}^{2}+C_{1}-x^{2}} \\
& =\sqrt{C_{1}-\left(x+C_{2}\right)^{2}} \tag{6.23}
\end{align*}
$$

where $C_{1}$ and $C_{2}$ are constants. Therefore, (6.23) tells us that the shortest distance between $P$ and $Q$ will be on the semicircle-arc: $\left(x+C_{2}\right)^{2}+y^{2}=C_{1}$, where $\left(C_{2}, 0\right)$ is the centre and $\sqrt{C_{1}}$ is the radius of the semicircle on the $M$. This manifold for the normal distribution is known as the hyperbolic half-plane model or the Poincaré half-plane model. In the case that we take back the factor 2 into consideration, the
solution will take the from

$$
\begin{align*}
y & =\frac{\sqrt{-2 C_{2} x-C_{2}^{2}+C_{1}-x^{2}}}{\sqrt{2}} \\
& =\frac{\sqrt{C_{1}-\left(x+C_{2}\right)^{2}}}{\sqrt{2}} \tag{6.24}
\end{align*}
$$

which means that geodesics in $M$ is still upper half-plane model, but the factor $\sqrt{2}$ curls it to be half-ellipses [35].

Next, the curvature of the manifold $M$ will be computed. We then compute the first and second kind Christoffel symbols
and

$$
\begin{align*}
\Gamma_{\gamma \alpha \beta} & =[\alpha \beta, \gamma]=\frac{1}{2}\left(\frac{\partial g_{\alpha \gamma}}{\partial x^{\beta}}+\frac{\partial g_{\beta \gamma}}{\partial x^{\alpha}}-\frac{\partial g_{\alpha \beta}}{\partial x^{\gamma}}\right)  \tag{6.25}\\
\Gamma_{\alpha \beta}^{\gamma} & =g^{\gamma \delta} \Gamma_{\gamma \alpha \beta}
\end{align*}
$$

resulting in

$$
\begin{equation*}
\Gamma_{12}^{1}=\Gamma_{21}^{1}=\Gamma_{22}^{2}=-1 / \sigma, \quad \text { and } \quad \Gamma_{11}^{2}=1 / 2 \sigma \tag{6.26}
\end{equation*}
$$

while other components are zero. Many components of the Riemann curvature tensor

$$
\begin{equation*}
R_{\alpha \beta \gamma}^{\eta}=\frac{\partial \Gamma_{\alpha \gamma}^{\eta}}{\partial x^{\beta}}-\frac{\partial \Gamma_{\beta \gamma}^{\eta}}{\partial x^{\alpha}}+\Gamma_{\alpha \gamma}^{\tau} \Gamma_{\tau \beta}^{\eta}-\Gamma_{\alpha \beta}^{\tau} \Gamma_{\tau \gamma}^{\eta} \tag{6.27}
\end{equation*}
$$

are zero and the nonzero components are

$$
\begin{equation*}
R_{212}^{1}=-R_{221}^{1}=-1 / \sigma^{2} \quad \text { and } \quad R_{121}^{2}=-R_{112}^{2}=-1 / 2 \sigma^{2} \tag{6.28}
\end{equation*}
$$

The Ricci tensor can be computed by $R_{\alpha \eta \gamma}^{\eta}=R_{\alpha \gamma}$. Again, all nonzero components are $R_{11}=-1 / 2 \sigma^{2}$ and $R_{22}=-1 / \sigma^{2}$. Finally, we can find the Ricci scalar as

$$
\begin{equation*}
R=g^{\mu \nu} R_{\mu \nu}=\sigma^{2}\left(-1 / 2 \sigma^{2}\right)+\left(\sigma^{2} / 2\right)\left(-1 / \sigma^{2}\right)=-1 \tag{6.29}
\end{equation*}
$$

Then the curvature of the two-dimensional manifold $M$ is

$$
\begin{equation*}
\kappa=\frac{1}{2} R=-\frac{1}{2}, \tag{6.30}
\end{equation*}
$$

which implies that the manifold $M$ is the hyperbolic space, since its curvature is a uniform negative value $-1 / 2$.

The second Fisher matrix $\left[I_{2}(\theta)\right]$ : Next, we investigate the geometrical nature of the space $M$ with the matrix (6.6). First, we compute

$$
\begin{align*}
I_{2}(\theta)_{11}= & \int d x p^{2}\left(\left(\partial_{\mu} \ln p\right)^{4}+\left(\partial_{\mu} \ln p\right)^{2}\left(\partial_{\sigma} \ln p\right)^{2}\right) \\
= & \int d x\left(\left(\frac{1}{2 \pi \sigma^{2}} e^{-\frac{1}{\sigma^{2}}(x-\mu)^{2}}\right)\left(\frac{x-\mu}{\sigma^{2}}\right)^{4}\right) \\
& +\int d x\left(\left(\frac{1}{2 \pi \sigma^{2}} e^{-\frac{1}{\sigma^{2}}(x-\mu)^{2}}\right)\left(\frac{x-\mu}{\sigma^{2}}\right)^{2}\left(\frac{(x-\mu)^{2}}{\sigma^{3}}-\frac{1}{\sigma}\right)^{2}\right) \\
= & \frac{1}{2 \pi \sigma^{2}}\left\{\int d z\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)\left(\frac{z}{\sigma^{2}}\right)^{4}+\int d z\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)\left(\frac{z}{\sigma^{2}}\right)^{2}\left(\frac{z^{2}}{\sigma^{3}}-\frac{1}{\sigma}\right)^{2}\right\} \\
= & \frac{1}{2 \pi \sigma^{2}}\left\{\frac{1}{\sigma^{10}} \int d z z^{6}\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)-\frac{1}{\sigma^{8}} \int d z z^{4}\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)+\frac{1}{\sigma^{6}} \int d z z^{2}\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)\right\} \\
= & \frac{1}{2 \pi \sigma^{2}}\left\{\frac{1}{\sigma^{10}}\left(\frac{15 \sqrt{\pi} \sigma^{7}}{2^{3}}\right)-\frac{1}{\sigma^{8}}\left(\frac{3 \sqrt{\pi} \sigma^{5}}{2^{2}}\right)+\frac{1}{\sigma^{6}}\left(\frac{\sqrt{\pi} \sigma^{3}}{2}\right)\right\} \\
= & \frac{13 \sqrt{\pi}}{2^{4} \pi \sigma^{5}}, \tag{6.31}
\end{align*}
$$

where we again use $z=x-\mu$. Similarly, the component $I_{2}(\theta)_{22}$ can be computed

$$
\begin{align*}
I_{2}(\theta)_{22}= & \int d x p^{2}\left(\left(\partial_{\sigma} \ln p\right)^{2}\left(\partial_{\mu} \ln p\right)^{2}+\left(\partial_{\sigma} \ln p\right)^{4}\right) \\
= & \int d x\left(\left(\frac{1}{2 \pi \sigma^{2}} e^{-\frac{1}{\sigma^{2}}(x-\mu)^{2}}\right)\left(\frac{(x-\mu)^{2}}{\sigma^{3}}-\frac{1}{\sigma}\right)^{2}\left(\frac{x-\mu}{\sigma^{2}}\right)^{2}\right) \\
& +\int d x\left(\left(\frac{1}{2 \pi \sigma^{2}} e^{-\frac{1}{\sigma^{2}}(x-\mu)^{2}}\right)\left(\frac{(x-\mu)^{2}}{\sigma^{3}}-\frac{1}{\sigma}\right)^{4}\right) \\
= & \frac{1}{2 \pi \sigma^{2}}\left\{\int d z\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)\left(\frac{z^{2}}{\sigma^{3}}-\frac{1}{\sigma}\right)^{2}\left(\frac{z}{\sigma^{2}}\right)^{2}+\int d z\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)\left(\frac{z^{2}}{\sigma^{3}}-\frac{1}{\sigma}\right)^{4}\right\} \\
= & \frac{1}{2 \pi \sigma^{2}}\left\{\frac{1}{\sigma^{12}} \int d z z^{8}\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)-\frac{3}{\sigma^{10}} \int d z z^{6}\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)+\frac{4}{\sigma^{8}} \int d z z^{4}\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)\right. \\
& \left.-\frac{3}{\sigma^{6}} \int d z z^{2}\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)+\frac{1}{\sigma^{4}} \int d z\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)\right\} \\
= & \frac{1}{2 \pi \sigma^{2}}\left\{\frac{1}{\sigma^{12}}\left(\frac{7 \cdot 5 \cdot 3 \sqrt{\pi} \sigma^{9}}{2^{4}}\right)-\frac{3}{\sigma^{10}}\left(\frac{5 \cdot 3 \sqrt{\pi} \sigma^{7}}{2^{3}}\right)+\frac{4}{\sigma^{8}}\left(\frac{3 \sqrt{\pi} \sigma^{5}}{2^{2}}\right)\right. \\
& \left.-\frac{3}{\sigma^{6}}\left(\frac{\sqrt{\pi} \sigma^{3}}{2}\right)+\frac{1}{\sigma^{4}}(\sqrt{\pi} \sigma)\right\} \\
= & \frac{55 \sqrt{\pi}}{2^{5} \pi \sigma^{5}} . \tag{6.32}
\end{align*}
$$

For the off-diagonal components, $I_{2}(\theta)_{12}$ and $I_{2}(\theta)_{21}$, they are all zero as follows

$$
\begin{align*}
I_{2}(\theta)_{12}=I_{2}(\theta)_{21}= & \int d x p^{2}\left(\left(\partial_{\mu} \ln p\right)^{3}\left(\partial_{\sigma} \ln p\right)+\left(\partial_{\mu} \ln p\right)\left(\partial_{\sigma} \ln p\right)^{3}\right) \\
= & \int d x\left(\left(\frac{1}{2 \pi \sigma^{2}} e^{-\frac{1}{\sigma^{2}}(x-\mu)^{2}}\right)\left(\frac{x-\mu}{\sigma^{2}}\right)^{3}\left(\frac{(x-\mu)^{2}}{\sigma^{3}}-\frac{1}{\sigma}\right)\right) \\
& +\int d x\left(\left(\frac{1}{2 \pi \sigma^{2}} e^{-\frac{1}{\sigma^{2}}(x-\mu)^{2}}\right)\left(\frac{x-\mu}{\sigma^{2}}\right)\left(\frac{(x-\mu)^{2}}{\sigma^{3}}-\frac{1}{\sigma}\right)^{3}\right) \\
= & \frac{1}{2 \pi \sigma^{2}}\left\{\int d x\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)\left(\frac{z}{\sigma^{2}}\right)\left(\frac{z^{2}}{\sigma^{3}}-\frac{1}{\sigma}\right)^{3}\right. \\
& \left.+\int d x\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)\left(\frac{z}{\sigma^{2}}\right)^{3}\left(\frac{z^{2}}{\sigma^{3}}-\frac{1}{\sigma}\right)\right\} \\
= & \frac{1}{2 \pi \sigma^{2}}\left\{\frac{1}{\sigma^{11}} \int d z z^{7}\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)+\frac{2}{\sigma^{9}} \int d z z^{5}\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)\right. \\
& \left.+\frac{2}{\sigma^{7}} \int d z z^{3}\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)+\frac{1}{\sigma^{5}} \int d z z\left(e^{-\frac{1}{\sigma^{2}} z^{2}}\right)\right\} \\
= & 0 . \tag{6.33}
\end{align*}
$$

Therefore, for the normal distribution, the matrix (6.6) can be explicitly expressed as

$$
\left[I_{2}(\theta)\right]=\left[\begin{array}{cc}
\frac{13 \sqrt{\pi}}{2^{4} \pi \sigma^{5}} & 0  \tag{6.34}\\
0 & \frac{55 \sqrt{\pi}}{2^{5} \pi \sigma^{5}}
\end{array}\right] \equiv \tilde{g}_{i j}
$$

The length element in this case becomes
$d s^{2}=\tilde{g}_{i j} d x^{i} d x^{j} \quad$ or $\quad d s^{2}=\frac{A d x^{2}+B d y^{2}}{y^{5}}, \quad$ where $\quad\left[\begin{array}{l}d x^{1} \\ d x^{2}\end{array}\right]=\left[\begin{array}{l}d \mu \\ d \sigma\end{array}\right]=\left[\begin{array}{l}d x \\ d y\end{array}\right]$.
Here

$$
A=\frac{13 \sqrt{\pi}}{2^{4} \pi}
$$

and

$$
B=\frac{55 \sqrt{\pi}}{2^{5} \pi}
$$

The distance between the two points $P$ and $Q$ in space $M$ can be defined by

$$
\begin{equation*}
s=\int_{P}^{Q} \mathscr{L}\left(y^{\prime}, y ; x\right) d x \tag{6.36}
\end{equation*}
$$

where

$$
\mathscr{L}\left(y^{\prime}, y ; x\right)=\sqrt{\frac{A+B y^{\prime 2}}{y^{5}}}
$$

is treated as the Lagrangian. We notice that, to obtain the geodesic equation, it is not convenient to use the Euler-Lagrange equation in the form (6.21). With this particular form of the Lagrangian, it is better to use the alternative form for the Euler-Lagrange equation

$$
\begin{equation*}
\frac{d}{d x}\left(\mathscr{L}\left(y^{\prime}, y ; x\right)-y^{\prime} \frac{\partial \mathscr{L}\left(y^{\prime}, y ; x\right)}{\partial y^{\prime}}\right)-\frac{\partial \mathscr{L}\left(y^{\prime}, y ; x\right)}{\partial x}=0 \tag{6.37}
\end{equation*}
$$

which is applicable if $\mathscr{L}$ is not an explicit function of variable $x$. Hence, we obtain

$$
\begin{equation*}
y^{\prime}=\sqrt{\frac{D_{2}}{y^{5}}-D_{3}} \tag{6.38}
\end{equation*}
$$

where $D_{2}=\frac{A^{2}}{B D_{1}^{2}}, D_{3}=\frac{A}{B}$ and $D_{1}$ is a constant of integration. The solution, in terms of the original variables, is given by

$$
\begin{equation*}
x=2 y^{7 / 2}\left(\frac{\sqrt{1-D_{3} y^{5} / D_{2}}}{7 \sqrt{D_{2}-D_{3} y^{5}}}\right){ }_{2} F_{1}\left(\frac{1}{2}, \frac{7}{10} ; \frac{17}{10} ; \frac{D_{3} y^{5}}{D_{2}}\right)-E \tag{6.39}
\end{equation*}
$$

where ${ }_{2} F_{1}(a, b ; c ; z)$ is the hypergeometric function and $E$ is another constant of integration. The nonzero components of the Christoffel symbols in this case are given by

$$
\begin{equation*}
\Gamma_{12}^{1}=\Gamma_{21}^{1}=\Gamma_{22}^{2}=-5 / 2 y, \quad \text { and } \quad \Gamma_{11}^{2}=5 A / 2 B y \tag{6.40}
\end{equation*}
$$

the nonzero components of the Riemann curvature tensor are given by

$$
\begin{equation*}
R_{212}^{1}=-R_{221}^{1}=-5 / 2 y^{2} \quad \text { and } \quad R_{121}^{2}=-R_{112}^{2}=-5 A / 2 y^{2} \tag{6.41}
\end{equation*}
$$

In the Ricci tensor survive only two components

$$
\begin{equation*}
R_{11}=-5 A / 2 B y^{2} \quad \text { and } \quad R_{22}=-5 / 2 y^{2} \tag{6.42}
\end{equation*}
$$

Finally, we can find that the Ricci scalar is

$$
\begin{equation*}
R=\tilde{g}^{i j} R_{i j}=\left(y^{5} / A\right)\left(-5 / 2 B y^{2}\right)+\left(y^{5} / B\right)\left(-5 / 2 y^{2}\right)=-(5(1+A) / 2 A B) y^{3} \tag{6.43}
\end{equation*}
$$

and then the curvature becomes

$$
\begin{equation*}
\kappa=\frac{1}{2} R=\frac{1}{2}\left(-\frac{5(1+A)}{2 A B} y^{3}\right)=-\frac{5(1+A)}{4 A B} y^{3} . \tag{6.44}
\end{equation*}
$$

Here, what we can conclude is that the curvature of the space $M$, equipped with the matrix (6.6), is not uniform since it depends solely on the variable $y$ (which is actually the variable $\sigma$ ).

## 7. Conclusion

We succeed to construct the one-parameter generalised Fisher information in the case of one random variable and one estimated parameter. The main method used to derive the one-parameter generalised Fisher information is the variational principle. We
considered here the Fisher information as the action functional of the free particle Lagrangian. With the new insight into the one-parameter generalised Lagrangian [28], one can naturally obtain the one-parameter generalised Fisher information. Furthermore, we can treat our one-parameter generalised Fisher information as the generator to obtain what we call the Fisher information hierarchy. The generalised Cramér-Rao inequality is also obtained with the help of the Hölder's inequality. We find that our Fisher information hierarchy does not obey the addition property, expect for the standard Fisher information. The interesting point is that this nonadditivity property pops up when the Tsallis index is not equal to 1 as shown in Table 1. Of course, this point is quite interesting since this nonadditivity property has been widely discussed in the Tsallis statistic [12].

Let us point out the possibly indirect connection with the Tsallis entropy by recalling our one-parameter generalised Fisher information

$$
I_{\lambda}[p]=\frac{4}{\lambda} \int\left[e^{\frac{\lambda}{4} \frac{p^{2}(y)}{p(y)}}-1\right] d y
$$

and the Tsallis entropy

$$
S_{q}[p]=\frac{1}{1-q}\left[\int p^{q}(y)-1\right] d y
$$

It might seem a bit strange but these two quantities more or less similar in the sense that they both contain a parameter and under the suitable limit the standard quantities can be recovered. However, more direct connection with the entropy might be the relative entropy or the two-parameter Kullback--Leibler divergence and our whole hierarchy of Fisher information can be identified with the two-parameter Fisher information with the appropriate choice of parameters.

In the case of one random variable with multi-estimated parameters, the oneparameter generalised Fisher information matrix is obtained. The hierarchy of Fisher information matrices is computed. Geometrical interpretation for the first two Fisher information matrices in the hierarchy is investigated in terms of the well-known example: the normal distribution. For the normal distribution, the statistical manifold is the two-dimensional upper plane. The standard Fisher matrix gives a constant negative curvature and therefore, the space is hyperbolic. The geodesic between two points on the space will be on the ellipse. The 2nd-order Fisher information matrix gives different geometrical nature on this very same space. The curvature is not constant and the geodesic equation is in the form of the hypergeometric function.

We finally note that application of the one-parameter generalised Fisher information and one-parameter generalised Fisher information matrix is not so obvious and we shall leave this as an open problem for further investigation.

## Acknowledgments

Worachet Bukaew would like to acknowledge the partial financial support provided by the Prof. Dr. Sujin Jinahyon Foundation. The authors are very indebted to Dr.

Ninnat Dangniam for giving us an interested remark on the Fisher information matrix. Additionally, the authors are grateful to Mr. Amornthep Tita for his suggestion on computation of the curvature.

## REFERENCES

[1] R. Landauer: Phys. Today 44, 23 (1991).
[2] C. E. Shannon: $M C 2 R$ 5, 3 (2001).
[3] R. A. Fisher: Mathematical Proceedings of the Cambridge Philosophical Society, Cambridge University Press, Cambridge 1925.
[4] S. Kullback: Information Theory and Statistics, Dover Publications, New York 1997.
[5] A. Plastino, A. R. Plastino and H. G. Miller: Phys. Lett. A 235, 129 (1997).
[6] A. R. Plastino and A. Plastino: Phys. Rev. E 54, 4423 (1996).
[7] A. Plastino, A. R. Plastino and B. H. Soffer: arXiv preprint cond-mat/0509697, (2005).
[8] S. P. Flego, B. R. Frieden, A. Plastino, A. R. Plastino and B. H. Soffer: Phys. Rev. E 68, 016105 (2003).
[9] B. Nikolov and B. R. Frieden: Phys. Rev. E 49, 4815 (1994).
[10] A. R. Plastino and A. Plastino: Phys. Rev. E 52, 4580 (1995).
[11] A. Rényi: Berkeley Symp. on Math. Statist. and Prob 1, 547 (1961).
[12] C. Tsallis: J. Stat. Phys 52, 479 (1988).
[13] C. Tsallis, F. Baldovin, R. Cerbino and P. Pierobon: In The Physics of Complex Systems (New Advances and Perspectives), IOS Press, Amsterdam 2000.
[14] C. Tsallis: Introduction to Nonextensive Statistical Mechanics: Approaching a Complex World, Springer, New York City 2009.
[15] J. Sánchez Almeida: Universe 8, 214 (2022).
[16] C. Radhakrishnan, R. Chinnarasu and S. Jambulingam: Int. J. Stat. Mech., 460364 (2014).
[17] D. E. Boekee: IFAC Proceedings Volumes 10, 75 (1977).
[18] F. Pennini and A. Plastino: Phys. A: Stat. Mech. Appl. 247, 559 (1997).
[19] A. Plastino, A. R. Plastino and H. G. Miller: Phys. A: Stat. Mech. Appl. 235, 77 (1997).
[20] J. F. Bercher: Phys. A: Stat. Mech. Appl. 392, 3140 (2013).
[21] J. F. Bercher: J. Phys. A: Math. Theor. 45, 255303 (2012).
[22] W. Bukaew and S. Yoo-Kong: Fixed Point Theory and Fractional Calculus-Recent Advances and Applications, Springer Nature, Singapore 2022.
[23] B. R. Frieden and B. H. Soffer: Phys. Rev. E 52, 2274 (1995).
[24] B. R. Frieden: Phys. Rev. A 41, 4265 (1990).
[25] B. R. Frieden: Physics from Fisher Information: a Unification, Cambridge University Press, Cambridge 2000.
[26] D. V. Zenkov: The Inverse Problem of the Calculus of Variations: Local and Global Theory, Atlantis Press, 2015.
[27] C. Moser: Tail Event Probability for Different Distribution Functions, Bachelor thesis, Humboldt-Universität zu Berlin, 2018.
[28] K. Surawuttinack, S. Yoo-Kong and M. Tanasittikosol: Theor. Math. Phys. 189, 1693 (2016).
[29] J. V. Stone: Information Theory: a Tutorial Introduction, Sebtel Press. Sheffield 2015.
[30] Q. A. Wang: Entropy 5, 220 (2003).
[31] Q. A. Wang: Chaos Solit. Fractals. 12, 431 (2001).
[32] S. Golomb: IEEE Trans. Inf. Theory. 12, 75 (1966).
[33] Z. Cvetkovski: Inequalities: Theorems, Techniques and Selected Problems, Springer Science and Business Media, New York 2012.
[34] A. F. Heavens, M. Seikel, B. D. Nord, M. Aich, Y. Bouffanais, B. A. Bassett and M. P. Hobson: Mon. Notices Royal Astron. Soc. 445, 1687 (2014).
[35] S. I. Costa, S. A. Santos and J. E. Strapasson: Fisher information distance: Discret. Appl. Math. 197, 59 (2015).


[^0]:    ${ }^{1}$ Here, we prefer the natural logarithm function.

