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#### Abstract

In the Horndeski's most general scalar-tensor theories, we derive the three-point correlation function of scalar non-Gaussianities generated during single-field inflation in the presence of slow-variation corrections to the leading-order term. Unlike previous works, the resulting bispectrum is valid for any shape of non-Gaussianities. In the squeezed limit, for example, this gives rise to the same consistency relation as that derived by Maldacena in standard single-field slow-roll inflation. We estimate the shape close to the squeezed one at which the effect of the term inversely proportional to the scalar propagation speed squared begins to contribute to the bispectrum. We also show that the leading-order bispectrum can be expressed by the linear combination of two convenient bases whose shapes are highly correlated with equilateral and orthogonal types respectively. We present concrete models in which the orthogonal and enfolded shapes can dominate over the equilateral one.
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## 1 Introduction

The potential presence of primordial non-Gaussianities in the CMB temperature anisotropies can be a powerful probe for the physics in the early Universe - especially for inflation [1]. The inflationary paradigm generally predicts nearly scale-invariant density perturbations [2] with a suppressed tensor-to-scalar ratio, whose prediction is consistent with the CMB power spectrum measured by COBE [3] and WMAP [4, 5]. The detection of scalar non-Gaussianities not only breaks the degeneracy among many inflationary models, but it also offers the possibility to discriminate between the inflationary paradigm and other alternative scenarios (such as curvaton [6]) [7]-[34].

There are several different shapes of non-Gaussianities depending on the wave numbers $\boldsymbol{k}_{1}, \boldsymbol{k}_{2}$, and $\boldsymbol{k}_{3}$ satisfying the condition $\boldsymbol{k}_{1}+\boldsymbol{k}_{2}+\boldsymbol{k}_{3}=0$ [35]-[45]. The simplest one is the so-called local shape, which has a peak in the squeezed limit (i.e., the limit where the modulus of the momenta approaches $k_{3} \rightarrow 0$ and $k_{1} \simeq k_{2}$ ). The second shape corresponds to the equilateral configuration with a peak at $k_{1}=k_{2}=k_{3}$. A factorizable shape whose scalar product with the equilateral template vanishes is called the orthogonal one. There is another shape dubbed the enfolded one, which is a linear combination of the equilateral and orthogonal templates.

From the bispectrum $\mathcal{A}_{\mathcal{R}}$ of the three-point correlation function of curvature perturbations $\mathcal{R}$, the non-linear parameter characterizing the strength of non-Gaussianities is defined
by $f_{\mathrm{NL}}=(10 / 3) \mathcal{A}_{\mathcal{R}} / \sum_{i=1}^{3} k_{i}^{3}$. For purely adiabatic Gaussian perturbations we have that $f_{\mathrm{NL}}=0$, but the presence of non-Gaussian perturbations leads to the deviation from $f_{\mathrm{NL}}=0$. The WMAP 9 year data provide the following bounds on the non-linear parameters of local, equilateral, and orthogonal non-Gaussianities, respectively [46]:

$$
\begin{array}{llll}
f_{\mathrm{NL}}^{\text {local }}=37.2 \pm 19.9 & (68 \% \mathrm{CL}), & f_{\mathrm{NL}}^{\text {local }}=37 \pm 40 & (95 \% \mathrm{CL}), \\
f_{\mathrm{NL}}^{\text {equil }}=51 \pm 136 & (68 \% \mathrm{CL}), & f_{\mathrm{NL}}^{\text {equil }}=51 \pm 272 & (95 \% \mathrm{CL}), \\
f_{\mathrm{NL}}^{\text {ortho }}=-245 \pm 100 & (68 \% \mathrm{CL}), & f_{\mathrm{NL}}^{\text {ortho }}=-245 \pm 200 & (95 \% \mathrm{CL}) .
\end{array}
$$

Since the non-linear parameter of the enfolded shape is given by $f_{\mathrm{NL}}^{\text {enfold }}=\left(f_{\mathrm{NL}}^{\text {equil }}-f_{\mathrm{NL}}^{\text {ortho }}\right) / 2[44$, 45], we obtain the following bounds from eqs. (1.2) and (1.3):

$$
\begin{equation*}
f_{\mathrm{NL}}^{\text {enfold }}=148 \pm 118 \quad(68 \% \mathrm{CL}), \quad f_{\mathrm{NL}}^{\text {enfold }}=148 \pm 236 \quad(95 \% \mathrm{CL}) \tag{1.4}
\end{equation*}
$$

For the local, orthogonal, and enfolded shapes the model with purely Gaussian perturbations ( $f_{\mathrm{NL}}=0$ ) is outside the $68 \%$ observational contour, but, apart from the orthogonal case, it is still consistent with the WMAP constraints at $95 \%$ CL.

In standard single-field inflation based on a canonical scalar field, Maldacena [12] showed that the non-linear parameter in the squeezed limit is given by $f_{\mathrm{NL}}^{\text {local }}=(5 / 12)\left(1-n_{\mathcal{R}}\right)$, where $n_{\mathcal{R}}$ is the scalar spectral index. Creminelli and Zaldarriaga [47] pointed out that the same non-Gaussianity consistency relation holds for any single-field model under the condition that only one mode of curvature perturbations survives after the Hubble radius crossing while the other one decays ${ }^{1}$ (see refs. [50-53] for related works).

In the context of single-field k-inflation [54], the bispectrum of curvature perturbations was first derived by Seery and Lidsey in 2005 [18]. Since the scalar propagation speed squared $c_{s}^{2}$ can be much smaller than 1 [55], it is possible to realize the large equilateral non-linear parameter $\left|f_{\mathrm{NL}}^{\text {equil }}\right| \sim 1 / c_{s}^{2} \gg 1$. If we naively take the squeezed limit for the leading-order bispectrum derived in refs. [18, 56], the term proportional to $1 / c_{s}^{2}$ does not disappear. This comes from the fact that the slow-variation corrections to the bispectrum need to be taken into account to estimate the local-type non-Gaussianity correctly. In fact, Chen et al. [56] showed that the Maldacena's consistency relation is recovered in the squeezed limit by carefully computing all the possible slow-variation corrections to the leading-order bispectrum. Thus the slow-variation single-field k-inflation models with $c_{s}^{2} \ll 1$ lead to small local non-Gaussianities, even though the equilateral non-linear parameter can be large.

In the Horndeski's most general scalar-tensor theories with second-order equations of motion [57-60], the leading-order three-point correlation function of curvature perturbations was derived on the quasi de Sitter background [61, 62] (see refs. [63-65] for the scalar non-Gaussianities in related Galileon models and refs. [66] for the bispectrum of tensor perturbations in the Horndeski's theories). Although the result is valid for the estimation of the equilateral non-linear parameter, the bispectrum is not general enough to be used for any shape of non-Gaussianities. In this paper we take into account all the possible slow-variation corrections to the leading-order bispectrum in the Horndeski's theories. ${ }^{2}$ Not only we repro-

[^0]duce the Maldacena's consistency relation in the squeezed limit, but we identify the shape close to the squeezed one at which the term $1 / c_{s}^{2}$ begins to contribute to the bispectrum.

Given our general expression of the bispectrum in the most general single-field scalartensor theories, we can evaluate the non-linear parameters of several different shapes to confront each inflationary model with observations. In particular the result $\left|f_{\mathrm{NL}}^{\text {local }}\right| \ll 1$ is robust for any slow-variation single-field model, so the detection of non-Gaussianities in the squeezed limit will allow us to falsify the slow-variation single-field scenario. Note that in realistic observations the shape is not completely squeezed, in which case the bispectrum can be affected by the appearance of the term $1 / c_{s}^{2}$ mentioned above. Our results are useful to distinguish such difference accurately.

If $c_{s}^{2} \ll 1$, then the non-linear parameters $\left|f_{\mathrm{NL}}^{\text {equil }}\right|,\left|f_{\mathrm{NL}}^{\mathrm{ortho}}\right|$, and $\left|f_{\mathrm{NL}}^{\text {enfold }}\right|$ can be much larger than the order of 1 . Which shape dominates over the other ones depends on the models of inflation. In ref. [62] it was shown that the correlation between the equilateral template and the shapes arising from the Horndeski's theories is quite high, but linear combinations of equilateral operators can give rise to a significantly different shape for a wide range of coefficients [44, 45]. In this regard we anticipate that there may be some models in which the shape orthogonal to the equilateral template provides an important contribution to the bispectrum.

In this paper we show that the leading-order three-point correlation function in the Horndeski's theories can be expressed by a linear combination of two bases whose shapes are highly correlated with equilateral and orthogonal shapes respectively. This decomposition is useful because the contributions from the equilateral and orthogonal shapes can be easily estimated for concrete models of inflation. We show that in k-inflation with the covariant Galileon terms there are cases in which the correlations with the orthogonal and enfolded templates are larger than that with the equilateral one. Thus the shapes of non-Gaussianities allow us to discriminate such models from observations.

This paper is organized as follows. In section 2 we review the background and linear perturbation equations in the Horndeski's theories. In section 3 we derive the three-point correlation function of curvature perturbations in the presence of slow-variation corrections to the leading-order bispectrum. In section 4 the non-linear parameter $f_{\mathrm{NL}}$ is evaluated in the squeezed, equilateral, and enfolded limits, respectively. In section 5 we express the leading-order bispectrum in terms of equilateral and orthogonal bases. In section 6 we show concrete models of inflation in which the orthogonal and enfolded shapes can dominate over the equilateral one. Section 7 is devoted to conclusions. In appendix we show the details of the slow-variation corrections to the bispectrum.

## 2 Equations of motion for the background and linear perturbations

The action corresponding to the most general scalar-tensor theories is given by [57,58]

$$
\begin{equation*}
\mathcal{S}=\int d^{4} x \sqrt{-g}\left[\frac{M_{\mathrm{pl}}^{2}}{2} R+P(\phi, X)-G_{3}(\phi, X) \square \phi+\mathcal{L}_{4}+\mathcal{L}_{5}\right], \tag{2.1}
\end{equation*}
$$

where $g$ is the determinant of the metric $g_{\mu \nu}, M_{\mathrm{pl}}$ is the reduced Planck mass, $R$ is a Ricci scalar, and

$$
\begin{align*}
\mathcal{L}_{4}= & G_{4}(\phi, X) R+G_{4, X}\left[(\square \phi)^{2}-\left(\nabla_{\mu} \nabla_{\nu} \phi\right)\left(\nabla^{\mu} \nabla^{\nu} \phi\right)\right]  \tag{2.2}\\
\mathcal{L}_{5}= & G_{5}(\phi, X) G_{\mu \nu}\left(\nabla^{\mu} \nabla^{\nu} \phi\right)  \tag{2.3}\\
& -\frac{1}{6} G_{5, X}\left[(\square \phi)^{3}-3(\square \phi)\left(\nabla_{\mu} \nabla_{\nu} \phi\right)\left(\nabla^{\mu} \nabla^{\nu} \phi\right)+2\left(\nabla^{\mu} \nabla_{\alpha} \phi\right)\left(\nabla^{\alpha} \nabla_{\beta} \phi\right)\left(\nabla^{\beta} \nabla_{\mu} \phi\right)\right]
\end{align*}
$$

Here $P$ and $G_{i}$ 's $(i=3,4,5)$ are functions in terms of $\phi$ and $X=-\partial^{\mu} \phi \partial_{\mu} \phi / 2$ with the partial derivatives $G_{i, X} \equiv \partial G_{i} / \partial X$, and $G_{\mu \nu}=R_{\mu \nu}-g_{\mu \nu} R / 2$ is the Einstein tensor ( $R_{\mu \nu}$ is the Ricci tensor).

We consider the following ADM metric [67] with scalar metric perturbations $\alpha, \psi$, and $\mathcal{R}$ about the flat Friedmann-Lemaître-Robertson-Walker (FLRW) background

$$
\begin{equation*}
d s^{2}=-\left[(1+\alpha)^{2}-a(t)^{-2} e^{-2 \mathcal{R}}(\partial \psi)^{2}\right] d t^{2}+2 \partial_{i} \psi d t d x^{i}+a(t)^{2} e^{2 \mathcal{R}} d \boldsymbol{x}^{2} \tag{2.4}
\end{equation*}
$$

where $a(t)$ is the scale factor with cosmic time $t$. We choose the uniform field gauge $\delta \phi=0$, which fixes the time-component of a gauge-transformation vector $\xi^{\mu}$. The spatial part of $\xi^{\mu}$ is fixed by gauging away a perturbation $E$ that appears as a form $E_{, i j}$ in the metric (2.4).

The background equations of motion are given by

$$
\begin{align*}
& 3 M_{\mathrm{pl}}^{2} H^{2} F+P+6 H G_{4, \phi} \dot{\phi}+\left(G_{3, \phi}-12 H^{2} G_{4, X}+9 H^{2} G_{5, \phi}-P_{, X}\right) \dot{\phi}^{2}  \tag{2.5}\\
& +\left(6 G_{4, \phi X}-3 G_{3, X}-5 G_{5, X} H^{2}\right) H \dot{\phi}^{3}+3\left(G_{5, \phi X}-2 G_{4, X X}\right) H^{2} \dot{\phi}^{4}-H^{3} G_{5, X X} \dot{\phi}^{5}=0, \\
& \left(1-4 \delta_{G 4 X}-2 \delta_{G 5 X}+2 \delta_{G 5 \phi}\right) \epsilon= \\
& \quad \delta_{P X}+3 \delta_{G 3 X}-2 \delta_{G 3 \phi}+6 \delta_{G 4 X}-\delta_{G 4 \phi}-6 \delta_{G 5 \phi}+3 \delta_{G 5 X}+12 \delta_{G 4 X X}+2 \delta_{G 5 X X} \\
& \quad-10 \delta_{G 4 \phi X}+2 \delta_{G 4 \phi \phi}-8 \delta_{G 5 \phi X}+2 \delta_{G 5 \phi \phi}-\delta_{\phi}\left(\delta_{G 3 X}+4 \delta_{G 4 X}-\delta_{G 4 \phi}\right. \\
& \left.\quad+8 \delta_{G 4 X X}+3 \delta_{G 5 X}-4 \delta_{G 5 \phi}+2 \delta_{G 5 X X}-2 \delta_{G 4 \phi X}-4 \delta_{G 5 \phi X}\right), \tag{2.6}
\end{align*}
$$

where $H=\dot{a} / a$ is the Hubble parameter (a dot represents a derivative with respect to $t$ ), $F=1+2 G_{4} / M_{\mathrm{p}}^{2}$, and

$$
\begin{align*}
\epsilon & =-\frac{\dot{H}}{H^{2}}, \delta_{\phi}=\frac{\ddot{\phi}}{H \dot{\phi}}, \delta_{P X}=\frac{P_{, X} X}{M_{\mathrm{pl}}^{2} H^{2} F}, \delta_{G 3 X}=\frac{G_{3, X} \dot{\phi} X}{M_{\mathrm{pl}}^{2} H F}, \delta_{G 3 \phi}=\frac{G_{3, \phi} X}{M_{\mathrm{pl}}^{2} H^{2} F}, \delta_{G 4 X}=\frac{G_{4, X} X}{M_{\mathrm{pl}}^{2} F}, \\
\delta_{G 4 \phi} & =\frac{G_{4, \phi} \dot{\phi}}{M_{\mathrm{pl}}^{2} H F}, \delta_{G 4 \phi X}=\frac{G_{4, \phi X} \dot{\phi} X}{M_{\mathrm{pl}}^{2} H F}, \delta_{G 4 \phi \phi}=\frac{G_{4, \phi \phi} X}{M_{\mathrm{pl}}^{2} H^{2} F}, \delta_{G 4 X X}=\frac{G_{4, X X} X^{2}}{M_{\mathrm{pl}}^{2} F}, \delta_{G 5 \phi}=\frac{G_{5, \phi} X}{M_{\mathrm{pl}}^{2} F}, \\
\delta_{G 5 X} & =\frac{G_{5, X} H \dot{\phi} X}{M_{\mathrm{pl}}^{2} F}, \delta_{G 5 X X}=\frac{G_{5, X X} H \dot{\phi} X^{2}}{M_{\mathrm{pl}}^{2} F}, \delta_{G 5 \phi X}=\frac{G_{5, \phi X} X^{2}}{M_{\mathrm{pl}}^{2} F}, \delta_{G 5 \phi \phi}=\frac{G_{5, \phi \phi} \dot{\phi} X}{M_{\mathrm{pl}}^{2} H F}, \tag{2.7}
\end{align*}
$$

whose magnitudes are much smaller than 1 during inflation. The terms $\delta_{G 4 \phi X}, \delta_{G 4 \phi \phi}, \delta_{G 5 \phi X}$, $\delta G_{5 \phi \phi}$ as well as $\delta_{G 3 \phi X}=G_{3, \phi X} X^{2} /\left(M_{\mathrm{pl}}^{2} H^{2} F\right)$ and $\delta_{G 3 \phi \phi}=G_{3, \phi \phi} \dot{\phi} X /\left(M_{\mathrm{pl}}^{2} H^{3} F\right)$ are secondorder of $\epsilon$. From eq. (2.6) it follows that

$$
\begin{equation*}
\epsilon=\delta_{P X}+3 \delta_{G 3 X}-2 \delta_{G 3 \phi}+6 \delta_{G 4 X}-\delta_{G 4 \phi}-6 \delta_{G 5 \phi}+3 \delta_{G 5 X}+12 \delta_{G 4 X X}+2 \delta_{G 5 X X}+\mathcal{O}\left(\epsilon^{2}\right) . \tag{2.8}
\end{equation*}
$$

For the quantity $\delta_{F}=\dot{F} /(H F)$ we have

$$
\begin{equation*}
\delta_{F}=2 \delta_{G 4 \phi}+\mathcal{O}\left(\epsilon^{2}\right) . \tag{2.9}
\end{equation*}
$$

Using the relations between $\mathcal{R}, \psi$, and $\alpha$ that follows from Hamiltonian and momentum constraints, the second-order action for perturbations reduces to [60-62, 68]

$$
\begin{equation*}
\mathcal{S}_{2}=\int d t d^{3} x a^{3} Q\left[\dot{\mathcal{R}}^{2}-\frac{c_{s}^{2}}{a^{2}}(\partial \mathcal{R})^{2}\right], \tag{2.10}
\end{equation*}
$$

where

$$
\begin{align*}
& Q=\frac{w_{1}\left(4 w_{1} w_{3}+9 w_{2}^{2}\right)}{3 w_{2}^{2}}  \tag{2.11}\\
& c_{s}^{2}=\frac{3\left(2 w_{1}^{2} w_{2} H-w_{2}^{2} w_{4}+4 w_{1} \dot{w}_{1} w_{2}-2 w_{1}^{2} \dot{w}_{2}\right)}{w_{1}\left(4 w_{1} w_{3}+9 w_{2}^{2}\right)} \tag{2.12}
\end{align*}
$$

and

$$
\begin{align*}
w_{1}= & M_{\mathrm{pl}}^{2} F-4 X G_{4, X}-2 H X \dot{\phi} G_{5, X}+2 X G_{5, \phi}  \tag{2.13}\\
w_{2}= & 2 M_{\mathrm{pl}}^{2} H F-2 X \dot{\phi} G_{3, X}-16 H\left(X G_{4, X}+X^{2} G_{4, X X}\right)+2 \dot{\phi}\left(G_{4, \phi}+2 X G_{4, \phi X}\right) \\
& -2 H^{2} \dot{\phi}\left(5 X G_{5, X}+2 X^{2} G_{5, X X}\right)+4 H X\left(3 G_{5, \phi}+2 X G_{5, \phi X}\right)  \tag{2.14}\\
w_{3}= & \\
& -9 M_{\mathrm{pl}}^{2} H^{2} F+3\left(X P_{, X}+2 X^{2} P_{, X X}\right)+18 H \dot{\phi}\left(2 X G_{3, X}+X^{2} G_{3, X X}\right)-6 X\left(G_{3, \phi}+X G_{3, \phi X}\right) \\
& +18 H^{2}\left(7 X G_{4, X}+16 X^{2} G_{4, X X}+4 X^{3} G_{4, X X X}\right)-18 H \dot{\phi}\left(G_{4, \phi}+5 X G_{4, \phi X}+2 X^{2} G_{4, \phi X X}\right) \\
& +6 H^{3} \dot{\phi}\left(15 X G_{5, X}+13 X^{2} G_{5, X X}+2 X^{3} G_{, 5 X X X}\right)-18 H^{2} X\left(6 G_{5, \phi}+9 X G_{5, \phi X}+2 X^{2} G_{5, \phi X X}\right), \\
w_{4}= & M_{\mathrm{pl}}^{2} F-2 X G_{5, \phi}-2 X G_{5, X} \ddot{\phi} . \tag{2.16}
\end{align*}
$$

For later convenience we introduce the following parameter

$$
\begin{equation*}
\epsilon_{s} \equiv \frac{Q c_{s}^{2}}{M_{\mathrm{pl}}^{2} F} \simeq \epsilon+\delta_{G 3 X}+\delta_{G 4 \phi}+8 \delta_{G 4 X X}+\delta_{G 5 X}+2 \delta_{G 5 X X}+\mathcal{O}\left(\epsilon^{2}\right) \tag{2.17}
\end{equation*}
$$

At linear level the curvature perturbation obeys the equation of motion

$$
\begin{equation*}
\left.\frac{\delta \mathcal{L}_{2}}{\delta \mathcal{R}}\right|_{1} \equiv-2\left[\frac{d}{d t}\left(a^{3} Q \dot{\mathcal{R}}\right)-a Q c_{s}^{2} \partial^{2} \mathcal{R}\right]=0 \tag{2.18}
\end{equation*}
$$

We decompose $\mathcal{R}$ into the Fourier components, as

$$
\begin{equation*}
\mathcal{R}(\tau, \boldsymbol{x})=\frac{1}{(2 \pi)^{3}} \int d^{3} k \mathcal{R}(\tau, \boldsymbol{k}) e^{i \boldsymbol{k} \cdot \boldsymbol{x}}, \quad \mathcal{R}(\tau, \boldsymbol{k})=u(\tau, \boldsymbol{k}) a(\boldsymbol{k})+u^{*}(\tau,-\boldsymbol{k}) a^{\dagger}(-\boldsymbol{k}), \tag{2.19}
\end{equation*}
$$

where $\tau=\int a^{-1} d t, \boldsymbol{k}$ is the comoving wave number, $a(\boldsymbol{k})$ and $a^{\dagger}(\boldsymbol{k})$ are the annihilation and creation operators, respectively, satisfying the commutation relations $\left[a\left(\boldsymbol{k}_{1}\right), a^{\dagger}\left(\boldsymbol{k}_{2}\right)\right]=$ $(2 \pi)^{3} \delta^{(3)}\left(\boldsymbol{k}_{1}-\boldsymbol{k}_{2}\right)$ and $\left[a\left(\boldsymbol{k}_{1}\right), a\left(\boldsymbol{k}_{2}\right)\right]=\left[a^{\dagger}\left(\boldsymbol{k}_{1}\right), a^{\dagger}\left(\boldsymbol{k}_{2}\right)\right]=0$.

Introducing a rescaled field $v=z u$ with $z=a \sqrt{2 Q}$, it follows that

$$
\begin{equation*}
v^{\prime \prime}+\left(c_{s}^{2} k^{2}-\frac{z^{\prime \prime}}{z}\right) v=0 \tag{2.20}
\end{equation*}
$$

where a prime represents a derivative with respect to $\tau$. Under the slow-variation approximation the term $z^{\prime \prime} / z$ can be expressed as

$$
\begin{equation*}
\frac{z^{\prime \prime}}{z}=2(a H)^{2}\left(1-\frac{1}{2} \epsilon+\frac{3}{4} \eta_{s F}-\frac{3}{2} s\right)+\mathcal{O}\left(\epsilon^{2}\right), \tag{2.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{s F} \equiv \frac{\left(\epsilon_{s} F\right)^{\cdot}}{H\left(\epsilon_{s} F\right)}=\eta_{s}+\delta_{F}, \quad \eta_{s} \equiv \frac{\dot{\epsilon}_{s}}{H \epsilon_{s}}, \quad s \equiv \frac{\dot{c}_{s}}{H c_{s}} \tag{2.22}
\end{equation*}
$$

Taking the dominant contribution in eq. (2.21) and using the approximate relation $a \simeq$ $-1 /(H \tau)$, we have $z^{\prime \prime} / z \simeq 2 / \tau^{2}$. The solution to eq. (2.20), which recovers the Bunch-Davies vacuum state $\left(v=e^{-i c_{s} k \tau} / \sqrt{2 c_{s} k}\right)$ in the asymptotic past $(k \tau \rightarrow-\infty)$, is given by

$$
\begin{equation*}
u(\tau, k)=\frac{i H e^{-i c_{s} k \tau}}{2\left(c_{s} k\right)^{3 / 2} \sqrt{Q}}\left(1+i c_{s} k \tau\right) \tag{2.23}
\end{equation*}
$$

The slow-variation terms in eq. (2.21) provide the corrections to the mode function (2.23). Later we shall discuss the effect of such corrections on the primordial non-Gaussianities.

The power spectrum $\mathcal{P}_{\mathcal{R}}\left(k_{1}\right)$ of curvature perturbations, some time after the Hubble radius crossing, is defined by $\langle 0| \mathcal{R}\left(0, \boldsymbol{k}_{1}\right) \mathcal{R}\left(0, \boldsymbol{k}_{2}\right)|0\rangle=\left(2 \pi^{2} / k_{1}^{3}\right) \mathcal{P}_{\mathcal{R}}\left(k_{1}\right)(2 \pi)^{3} \delta^{(3)}\left(\boldsymbol{k}_{1}+\boldsymbol{k}_{2}\right)$. From eq. (2.23) it follows that

$$
\begin{equation*}
\mathcal{P}_{\mathcal{R}}=\frac{H^{2}}{8 \pi^{2} M_{\mathrm{pl}}^{2} \epsilon_{s} F c_{s}}, \tag{2.24}
\end{equation*}
$$

which should be evaluated at $c_{s} k=a H$. The spectral index $n_{\mathcal{R}}$ is given by

$$
\begin{equation*}
n_{\mathcal{R}}-\left.1 \equiv \frac{d \ln \mathcal{P}_{\mathcal{R}}}{d \ln k}\right|_{c_{s} k=a H}=-2 \epsilon-\eta_{s F}-s . \tag{2.25}
\end{equation*}
$$

The corrections to the solution (2.23) only give rise to the $\mathcal{O}\left(\epsilon^{2}\right)$ terms in eq. (2.25).
Similarly the power spectrum $\mathcal{P}_{h}$ and the spectral index $n_{t}$ of gravitational waves are given, respectively, by $[60,62]$

$$
\begin{equation*}
\mathcal{P}_{h}=\frac{H^{2}}{2 \pi^{2} Q_{t} c_{t}^{3}} \simeq \frac{2 H^{2}}{\pi^{2} M_{\mathrm{pl}}^{2} F}, \quad n_{t}=\left.\frac{d \ln \mathcal{P}_{h}}{d \ln k}\right|_{c_{t} k=a H}=-2 \epsilon-\delta_{F}, \tag{2.26}
\end{equation*}
$$

where $Q_{t}=w_{1} / 4=\left(M_{\mathrm{pl}}^{2} F / 4\right)\left(1-4 \delta_{G 4 X}-2 \delta_{G 5 X}+2 \delta_{G 5 \phi}\right)$ and $c_{t}^{2}=w_{4} / w_{1} \simeq 1+4 \delta_{G 4 X}+$ $2 \delta_{G 5 X}-4 \delta_{G 5 \phi}$. When both $\mathcal{P}_{\mathcal{R}}$ and $\mathcal{P}_{h}$ remain constant, the tensor-to-scalar ratio can be evaluated as

$$
\begin{equation*}
r=\frac{\mathcal{P}_{h}}{\mathcal{P}_{\mathcal{R}}} \simeq 16 c_{s} \epsilon_{s} \tag{2.27}
\end{equation*}
$$

## 3 Three-point correlation functions in the presence of correction terms

In the Horndeski's theories the third-order action of perturbations was derived in ref. [61, 62]. Here we do not repeat the details, but we summarize the main results. Under the approximation that all of the slow-variation terms in eq. (2.7) are much smaller than 1 , the third-order action reads

$$
\begin{align*}
\mathcal{S}_{3}=\int d t d^{3} x\{ & a^{3} \mathcal{C}_{1} M_{\mathrm{pl}}^{2} \mathcal{R} \dot{\mathcal{R}}^{2}+a \mathcal{C}_{2} M_{\mathrm{pl}}^{2} \mathcal{R}(\partial \mathcal{R})^{2}+a^{3} \mathcal{C}_{3} M_{\mathrm{pl}} \dot{\mathcal{R}}^{3}+a^{3} \mathcal{C}_{4} \dot{\mathcal{R}}\left(\partial_{i} \mathcal{R}\right)\left(\partial_{i} \mathcal{X}\right) \\
& +a^{3}\left(\mathcal{C}_{5} / M_{\mathrm{pl}}^{2}\right) \partial^{2} \mathcal{R}(\partial \mathcal{X})^{2}+a \mathcal{C}_{6} \dot{\mathcal{R}}^{2} \partial^{2} \mathcal{R}+\mathcal{C}_{7}\left[\partial^{2} \mathcal{R}(\partial \mathcal{R})^{2}-\mathcal{R} \partial_{i} \partial_{j}\left(\partial_{i} \mathcal{R}\right)\left(\partial_{j} \mathcal{R}\right)\right] / a \\
& \left.+a\left(\mathcal{C}_{8} / M_{\mathrm{pl}}\right)\left[\partial^{2} \mathcal{R} \partial_{i} \mathcal{R} \partial_{i} \mathcal{X}-\mathcal{R} \partial_{i} \partial_{j}\left(\partial_{i} \mathcal{R}\right)\left(\partial_{j} \mathcal{X}\right)\right]+\left.\mathcal{F}_{1} \frac{\delta \mathcal{L}_{2}}{\delta \mathcal{R}}\right|_{1}\right\} \tag{3.1}
\end{align*}
$$

where $\partial^{2} \mathcal{X}=Q \dot{\mathcal{R}}$. The dimensionless coefficients $\mathcal{C}_{i}(i=1, \cdots, 8)$ and the coefficient $\mathcal{F}_{1}$ are [62]

$$
\begin{align*}
\mathcal{C}_{1}= & -\frac{3 F \epsilon_{s}}{c_{s}^{2}}\left(\frac{1}{c_{s}^{2}}-1\right)+\frac{F \epsilon_{s}}{c_{s}^{4}}\left(\epsilon_{s}-\eta_{s}-4 \delta_{G 3 X}-12 \delta_{G 4 X}\right.  \tag{3.2}\\
& \left.-32 \delta_{G 4 X X}+12 \delta_{G 5 \phi}-10 \delta_{G 5 X}-8 \delta_{G 5 X X}\right)+\mathcal{O}\left(\epsilon^{3}\right), \\
\mathcal{C}_{2}= & F \epsilon_{s}\left(\frac{1}{c_{s}^{2}}-1\right)+\frac{F \epsilon_{s}}{c_{s}^{2}}\left(\epsilon_{s}+\eta_{s}-2 s+4 \delta_{G 4 X}+2 \delta_{G 5 X}-4 \delta_{G 5 \phi}\right)+\mathcal{O}\left(\epsilon^{3}\right),  \tag{3.3}\\
\mathcal{C}_{3}= & \frac{F \epsilon_{s}}{c_{s}^{2}} \frac{M_{\mathrm{pl}}}{H}\left(\frac{1}{c_{s}^{2}}-1-\frac{2 \lambda}{\Sigma}\right)+\frac{F \epsilon_{s}}{c_{s}^{2}} \frac{M_{\mathrm{pl}}}{H}\left\{\frac { 1 } { c _ { s } ^ { 2 } } \left(\delta_{G 3 X}+4 \delta_{G 4 X}+3 \delta_{G 5 X}-\delta_{G 4 \phi}-4 \delta_{G 5 \phi}\right.\right. \\
& \left.+8 \delta_{G 4 X X}+2 \delta_{G 5 X X}\right)-\left(3+2 \lambda_{3 X}\right) \delta_{G 3 X}-8\left(5+2 \lambda_{4 X}\right) \delta_{G 4 X X}-4\left(4+\lambda_{5 X}\right) \delta_{G 5 X X} \\
& \left.+\delta_{G 4 \phi}+8 \delta_{G 5 \phi}-8 \delta_{G 4 X}-9 \delta_{G 5 X}-6 \frac{c_{s}^{2}}{\epsilon_{s}}\left[\left(1+\lambda_{3 X}\right) \delta_{G 3 X}^{2}+\xi\left(\delta^{2}\right)\right]\right\}+\mathcal{O}\left(\epsilon^{3}\right),  \tag{3.4}\\
\mathcal{C}_{4}= & -\frac{2 \epsilon_{s}}{c_{s}^{2}}+\mathcal{O}\left(\epsilon^{2}\right),  \tag{3.5}\\
\mathcal{C}_{5}= & \frac{1}{4 F}\left(\epsilon_{s}-4 \delta_{G 3 X}-8 \delta_{G 4 X X}+8 \delta_{G 5 X}+4 \delta_{G 5 X X}\right)+\mathcal{O}\left(\epsilon^{2}\right),  \tag{3.6}\\
\mathcal{C}_{6}= & 2 F\left(\frac{M_{\mathrm{pl}}}{H}\right)^{2}\left[\left(1+\lambda_{3 X}\right) \delta_{G 3 X}+4\left(3+2 \lambda_{4 X}\right) \delta_{G 4 X X}+\delta_{G 5 X}+\left(5+2 \lambda_{5 X}\right) \delta_{G 5 X X}\right]+\mathcal{O}\left(\epsilon^{2}\right),  \tag{3.7}\\
\mathcal{C}_{7}= & -\frac{2}{3} F\left(\frac{M_{\mathrm{pl}}}{H}\right)^{2}\left(\delta_{G 3 X}+6 \delta_{G 4 X X}+\delta_{G 5 X}+\delta_{G 5 X X}\right)+\mathcal{O}\left(\epsilon^{2}\right),  \tag{3.8}\\
\mathcal{C}_{8}= & 2 \frac{M_{\mathrm{pl}}}{H}\left(\delta_{G 3 X}+4 \delta_{G 4 X X}\right)+\mathcal{O}\left(\epsilon^{2}\right),  \tag{3.9}\\
\mathcal{F}_{1}= & -\frac{L_{1} \mu_{1}+6 X \dot{\phi} G_{5, X}}{6 w_{1}^{2}}\left\{\left(\partial_{k} \mathcal{R}\right)\left(\partial_{k} \mathcal{X}\right)-\partial^{-2} \partial_{i} \partial_{j}\left[\left(\partial_{i} \mathcal{R}\right)\left(\partial_{j} \mathcal{X}\right)\right]\right\}-\frac{L_{1}}{c_{s}^{2}} \mathcal{R} \dot{\mathcal{R}} \\
& +\frac{L_{1}\left(L_{1} \mu_{1}+12 X \dot{\phi} G_{5, X}\right)}{12 w_{1} a^{2}}\left\{(\partial \mathcal{R})^{2}-\partial^{-2} \partial_{i} \partial_{j}\left[\left(\partial_{i} \mathcal{R}\right)\left(\partial_{j} \mathcal{R}\right)\right]\right\}, \tag{3.10}
\end{align*}
$$

where $\lambda_{3 X}=X G_{3, X X} / G_{3, X}, \lambda_{4 X}=X G_{4, X X X} / G_{4, X X}, \lambda_{5 X}=X G_{5, X X X} / G_{5, X X}, \mu_{1}=$ $3 M_{\mathrm{pl}}^{2} F-24\left(X G_{4, X}+X^{2} G_{4, X X}\right)-6 H \dot{\phi}\left(5 X G_{5, X}+2 X^{2} G_{5, X X}\right)+6 X\left(3 G_{5, \phi}+2 X G_{5, \phi X}\right)$, $L_{1}=2 w_{1} / w_{2}$, and

$$
\begin{align*}
& \Sigma=\frac{w_{1}\left(4 w_{1} w_{3}+9 w_{2}^{2}\right)}{12 M_{\mathrm{pl}}^{4}},  \tag{3.11}\\
& \lambda=\frac{F^{2}}{3} {\left[3 X^{2} P_{, X X}+2 X^{3} P_{, X X X}+3 H \dot{\phi}\left(X G_{3, X}+5 X^{2} G_{3, X X}+2 X^{3} G_{3, X X X}\right)\right.} \\
&-2\left(2 X^{2} G_{3, \phi X}+X^{3} G_{3, \phi X X}\right)+6 H^{2}\left(9 X^{2} G_{4, X X}+16 X^{3} G_{4, X X X}+4 X^{4} G_{4, X X X X}\right) \\
&-3 H \dot{\phi}\left(3 X G_{4 \phi, X}+12 X^{2} G_{4, \phi X X}+4 X^{3} G_{4, \phi X X X}\right) \\
&+H^{3} \dot{\phi}\left(3 X G_{5, X}+27 X^{2} G_{5, X X}+24 X^{3} G_{5, X X X}+4 X^{4} G_{5, X X X X}\right) \\
&\left.-6 H^{2}\left(6 X^{2} G_{5, \phi X}+9 X^{3} G_{5, \phi X X}+2 X^{4} G_{5, \phi X X X}\right)\right] . \tag{3.12}
\end{align*}
$$

The explicit form of the second-order term $\xi\left(\delta^{2}\right)$ in eq. (3.4) is given in appendix of ref. [62]. The coefficient $\mathcal{F}_{1}$ involves the terms with the spatial and time derivatives of $\mathcal{R}$ and $\mathcal{X}$. These provide the corrections to the three-point correlation function higher than first order in slow-variation parameters. ${ }^{3}$ Since we are interested in the bispectrum up to first order, we neglect the contribution of the term $\left.\mathcal{F}_{1}\left(\delta \mathcal{L}_{2} / \delta \mathcal{R}\right)\right|_{1}$ in the following discussion. We also evaluated other boundary terms and found that they only lead to the contribution higher than the order $\epsilon$.

The vacuum expectation value of $\mathcal{R}$ for the three-point operator in the asymptotic future $(\tau \rightarrow 0)$ is

$$
\begin{equation*}
\left\langle\mathcal{R}\left(\boldsymbol{k}_{1}\right) \mathcal{R}\left(\boldsymbol{k}_{2}\right) \mathcal{R}\left(\boldsymbol{k}_{3}\right)\right\rangle=-i \int_{-\infty}^{0} d \tau a\langle 0|\left[\mathcal{R}\left(0, \boldsymbol{k}_{1}\right) \mathcal{R}\left(0, \boldsymbol{k}_{2}\right) \mathcal{R}\left(0, \boldsymbol{k}_{3}\right), \mathcal{H}_{\text {int }}(\tau)\right]|0\rangle . \tag{3.13}
\end{equation*}
$$

The interacting Hamiltonian $\mathcal{H}_{\text {int }}$ is related to the third-order Lagrangian $\mathcal{L}_{3}$ as $\mathcal{H}_{\text {int }}=-\mathcal{L}_{3}$, where $\mathcal{S}_{3}=\int d t \mathcal{L}_{3}$. We write the three-point correlation function in the form

$$
\begin{equation*}
\left\langle\mathcal{R}\left(\boldsymbol{k}_{1}\right) \mathcal{R}\left(\boldsymbol{k}_{2}\right) \mathcal{R}\left(\boldsymbol{k}_{3}\right)\right\rangle=(2 \pi)^{3} \delta^{(3)}\left(\boldsymbol{k}_{1}+\boldsymbol{k}_{2}+\boldsymbol{k}_{3}\right)\left(\mathcal{P}_{\mathcal{R}}\right)^{2} \mathcal{F}_{\mathcal{R}}\left(k_{1}, k_{2}, k_{3}\right), \tag{3.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{F}_{\mathcal{R}}\left(k_{1}, k_{2}, k_{3}\right)=\frac{(2 \pi)^{4}}{\prod_{i=1}^{3} k_{i}^{3}} \mathcal{A}_{\mathcal{R}}\left(k_{1}, k_{2}, k_{3}\right) . \tag{3.15}
\end{equation*}
$$

If we use the leading-order solution (2.23) for the mode function and neglect the variation of the terms $\mathcal{C}_{i}$ 's for the integration of eq. (3.13) with the approximation $a \simeq-1 /(H \tau)$, the resulting bispectrum is $[61,62]$

$$
\begin{align*}
\mathcal{A}_{\mathcal{R}} \supset & \frac{c_{s}^{2}}{4 \epsilon_{s} F} \mathcal{C}_{1} S_{1}+\frac{1}{4 \epsilon_{s} F} \mathcal{C}_{2} S_{2}+\frac{3 c_{s}^{2}}{2 \epsilon_{s} F} \frac{H}{M_{\mathrm{pl}}} \mathcal{C}_{3} S_{3}+\frac{1}{8} \mathcal{C}_{4} S_{4}+\frac{\epsilon_{s} F}{4 c_{s}^{2}} \mathcal{C}_{5} S_{5}+\frac{3}{\epsilon_{s} F}\left(\frac{H}{M_{\mathrm{pl}}}\right)^{2} \mathcal{C}_{6} S_{6} \\
& +\frac{1}{2 \epsilon_{s} F c_{s}^{2}}\left(\frac{H}{M_{\mathrm{pl}}}\right)^{2} \mathcal{C}_{7} S_{7}+\frac{1}{8 c_{s}^{2}} \frac{H}{M_{\mathrm{pl}}} \mathcal{C}_{8} S_{8}, \tag{3.16}
\end{align*}
$$

where

$$
\begin{align*}
& S_{1}=\frac{2}{K} \sum_{i>j} k_{i}^{2} k_{j}^{2}-\frac{1}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3}, \quad S_{2}=\frac{1}{2} \sum_{i} k_{i}^{3}+\frac{2}{K} \sum_{i>j} k_{i}^{2} k_{j}^{2}-\frac{1}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3}, \\
& S_{3}=\frac{\left(k_{1} k_{2} k_{3}\right)^{2}}{K^{3}}, \quad S_{4}=\sum_{i} k_{i}^{3}-\frac{1}{2} \sum_{i \neq j} k_{i} k_{j}^{2}-\frac{2}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3}, \\
& S_{5}=\frac{1}{K^{2}}\left[\sum_{i} k_{i}^{5}+\frac{1}{2} \sum_{i \neq j} k_{i} k_{j}^{4}-\frac{3}{2} \sum_{i \neq j} k_{i}^{2} k_{j}^{3}-k_{1} k_{2} k_{3} \sum_{i>j} k_{i} k_{j}\right], \\
& S_{6}=S_{3}, \quad S_{7}=\frac{1}{K}\left(1+\frac{1}{K^{2}} \sum_{i>j} k_{i} k_{j}+\frac{3 k_{1} k_{2} k_{3}}{K^{3}}\right)\left[\frac{3}{4} \sum_{i} k_{i}^{4}-\frac{3}{2} \sum_{i>j} k_{i}^{2} k_{j}^{2}\right], \\
& S_{8}=\frac{1}{K^{2}}\left[\frac{3}{2} k_{1} k_{2} k_{3} \sum_{i} k_{i}^{2}-\frac{5}{2} k_{1} k_{2} k_{3} K^{2}-6 \sum_{i \neq j} k_{i}^{2} k_{j}^{3}-\sum_{i} k_{i}^{5}+\frac{7}{2} K \sum_{i} k_{i}^{4}\right], \tag{3.17}
\end{align*}
$$

[^1]and $K=k_{1}+k_{2}+k_{3}$. The five shape functions $S_{i}$ 's $(i=1, \cdots, 5)$ are present in the context of k-inflation $[18,56]$. In the Horndeski's theories the additional functions $S_{7}$ and $S_{8}$ appear, but they can be expressed by using other shape functions as [69]
\[

$$
\begin{equation*}
S_{7}=-\frac{3}{2}\left(3 S_{1}-S_{2}\right)+18 S_{3}, \quad S_{8}=3 S_{1}-S_{2}+3 S_{4} \tag{3.18}
\end{equation*}
$$

\]

Since the three functions $S_{6}, S_{7}$, and $S_{8}$ vanish in the limit $k_{3} \rightarrow 0$, the last three terms in eq. (3.16) do not contribute to the local non-Gaussianities.

The bispectrum $\mathcal{A}_{\mathcal{R}}$ coming from the contributions of $\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{C}_{3}, \mathcal{C}_{6}, \mathcal{C}_{7}$ are 0 -th order of $\epsilon$, while the bispectrum from $\mathcal{C}_{4}$ and $\mathcal{C}_{8}$ are first order. Since the term $\mathcal{C}_{5}$ leads to the bispectrum at the order of $\epsilon^{2}$, we can neglect its contribution. In the case where the leadingorder terms of $\mathcal{A}_{\mathcal{R}}$ vanish (which occurs for local non-Gaussianities), we need to take into account next-order corrections to the bispectrum coming from the integrals that involve the terms $\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{C}_{3}, \mathcal{C}_{6}, \mathcal{C}_{7}$ in eq. (3.1). Using the linear equation of motion $\delta \mathcal{L}_{2} /\left.\delta \mathcal{R}\right|_{1}=0$, the $\mathcal{C}_{6}, \mathcal{C}_{7}$, and $\mathcal{C}_{8}$ dependent terms can be absorbed into the first five terms in eq. (3.1) [69]. Then the third-order action (3.1) reads

$$
\begin{align*}
& \mathcal{S}_{3}=\int d t d^{3} x\left\{a^{3} \tilde{\mathcal{C}}_{1} M_{\mathrm{pl}}^{2} \mathcal{R} \dot{\mathcal{R}}^{2}+a \tilde{\mathcal{C}}_{2} M_{\mathrm{pl}}^{2} \mathcal{R}(\partial \mathcal{R})^{2}+a^{3} \tilde{\mathcal{C}}_{3} M_{\mathrm{pl}} \dot{\mathcal{R}}^{3}\right. \\
&\left.+a^{3} \tilde{\mathcal{C}}_{4} \dot{\mathcal{R}}\left(\partial_{i} \mathcal{R}\right)\left(\partial_{i} \mathcal{X}\right)+a^{3}\left(\tilde{\mathcal{C}}_{5} / M_{\mathrm{pl}}^{2}\right) \partial^{2} \mathcal{R}(\partial \mathcal{X})^{2}\right\} \tag{3.19}
\end{align*}
$$

The coefficients $\tilde{\mathcal{C}}_{i}(i=1, \cdots, 5)$, which give rise to the corrections up to the order of $\epsilon$ in $\mathcal{A}_{\mathcal{R}}$, are [69]

$$
\begin{align*}
& \tilde{\mathcal{C}}_{1}=\mathcal{C}_{1}-\frac{3 H^{2}}{2 c_{s}^{4} M_{\mathrm{pl}}^{2}}\left(6+2 \epsilon+7 \eta_{s F}-5 \eta_{7}\right) \mathcal{C}_{7}+\frac{3 H \epsilon_{s} F}{2 c_{s}^{4} M_{\mathrm{pl}}} \mathcal{C}_{8}  \tag{3.20}\\
& \tilde{\mathcal{C}}_{2}=\mathcal{C}_{2}+\frac{3 H^{2}}{2 c_{s}^{2} M_{\mathrm{pl}}^{2}}\left(2-2 \epsilon+\eta_{s F}+\eta_{7}-4 s\right) \mathcal{C}_{7}-\frac{H \epsilon_{s} F}{2 c_{s}^{2} M_{\mathrm{pl}}} \mathcal{C}_{8}  \tag{3.21}\\
& \tilde{\mathcal{C}}_{3}=\mathcal{C}_{3}+\frac{H}{3 c_{s}^{2} M_{\mathrm{pl}}}\left(6+3 \eta_{s F}-4 s-\eta_{6}\right) \mathcal{C}_{6}+\frac{H}{c_{s}^{4} M_{\mathrm{pl}}}\left(6+3 \eta_{s F}-s-2 \eta_{7}\right) \mathcal{C}_{7}  \tag{3.22}\\
& \tilde{\mathcal{C}}_{4}=\mathcal{C}_{4}+\frac{3 H}{c_{s}^{2} M_{\mathrm{pl}}} \mathcal{C}_{8}  \tag{3.23}\\
& \tilde{\mathcal{C}}_{5}=\mathcal{C}_{5} \tag{3.24}
\end{align*}
$$

where $\eta_{i} \equiv \dot{\mathcal{C}}_{i} /\left(H \mathcal{C}_{i}\right)$, with $i=6,7,8$. The three-point correlation function analogous to (3.16) is given by

$$
\begin{equation*}
\mathcal{A}_{\mathcal{R}} \supset \frac{c_{s}^{2}}{4 \epsilon_{s} F} \tilde{\mathcal{C}}_{1} S_{1}+\frac{1}{4 \epsilon_{s} F} \tilde{\mathcal{C}}_{2} S_{2}+\frac{3 c_{s}^{2}}{2 \epsilon_{s} F} \frac{H}{M_{\mathrm{pl}}} \tilde{\mathcal{C}}_{3} S_{3}+\frac{1}{8} \tilde{\mathcal{C}}_{4} S_{4} \tag{3.25}
\end{equation*}
$$

where we dropped the $\tilde{\mathcal{C}}_{5}$-dependent term. The difference between eqs. (3.16) and (3.25) is that the bispectrum (3.25) includes the corrections coming from the time-variations of $\mathcal{C}_{6}$ and $\mathcal{C}_{7}$. However eqs. (3.16) and (3.25) are equivalent at leading order. The terms $\tilde{\mathcal{C}}_{i}$
( $i=1, \cdots, 4$ ) can be expressed as

$$
\begin{align*}
& \tilde{\mathcal{C}}_{1}=\tilde{\mathcal{C}}_{1}^{\text {lead }}+\frac{F}{c_{s}^{4}}\left[\epsilon_{s} \delta \mathcal{C}_{1}+\left(2 \epsilon+7 \eta_{s F}-5 \eta_{7}\right) \delta \mathcal{C}_{7}+3 \epsilon_{s} \delta \mathcal{C}_{8}\right],  \tag{3.26}\\
& \tilde{\mathcal{C}}_{2}=\tilde{\mathcal{C}}_{2}^{\text {lead }}+\frac{F}{c_{s}^{2}}\left[\epsilon_{s} \delta \mathcal{C}_{2}+\left(2 \epsilon-\eta_{s F}-\eta_{7}+4 s\right) \delta \mathcal{C}_{7}-\epsilon_{s} \delta \mathcal{C}_{8}\right],  \tag{3.27}\\
& \tilde{\mathcal{C}}_{3}=\tilde{\mathcal{C}}_{3}^{\text {lead }}+\frac{F M_{\mathrm{pl}}}{c_{s}^{2} H}\left[\epsilon_{s} \delta \mathcal{C}_{3}+\frac{2}{3}\left(3 \eta_{s F}-4 s-\eta_{6}\right) \delta \mathcal{C}_{6}-\frac{2}{3 c_{s}^{2}}\left(3 \eta_{s F}-s-2 \eta_{7}\right) \delta \mathcal{C}_{7}\right],  \tag{3.28}\\
& \tilde{\mathcal{C}}_{4}=-\frac{2 \epsilon_{s}}{c_{s}^{2}}+\frac{6}{c_{s}^{2}} \delta \mathcal{C}_{8}, \tag{3.29}
\end{align*}
$$

where the leading-order terms are

$$
\begin{align*}
& \tilde{\mathcal{C}}_{1}^{\text {lead }}=-\frac{3 F}{c_{s}^{2}}\left(\frac{1}{c_{s}^{2}}-1\right) \epsilon_{s}+\frac{6 F}{c_{s}^{4}} \delta \mathcal{C}_{7}  \tag{3.30}\\
& \tilde{\mathcal{C}}_{2}^{\text {lead }}=F\left(\frac{1}{c_{s}^{2}}-1\right) \epsilon_{s}-\frac{2 F}{c_{s}^{2}} \delta \mathcal{C}_{7}=-\frac{c_{s}^{2}}{3} \tilde{\mathcal{C}}_{1}^{\text {lead }}  \tag{3.31}\\
& \tilde{\mathcal{C}}_{3}^{\text {lead }}=\frac{F M_{\mathrm{pl}}}{c_{s}^{2} H}\left[\left(\frac{1}{c_{s}^{2}}-1-\frac{2 \lambda}{\Sigma}\right) \epsilon_{s}+4 \delta \mathcal{C}_{6}-\frac{4}{c_{s}^{2}} \delta \mathcal{C}_{7}\right] \tag{3.32}
\end{align*}
$$

and $\delta \mathcal{C}_{i}$ 's are the first-order slow-variation terms given by

$$
\begin{align*}
\delta \mathcal{C}_{1}= & \epsilon_{s}-\eta_{s}-4 \delta_{G 3 X}-12 \delta_{G 4 X}-32 \delta_{G 4 X X}+12 \delta_{G 5 \phi}-10 \delta_{G 5 X}-8 \delta_{G 5 X X}  \tag{3.33}\\
\delta \mathcal{C}_{2}= & \epsilon_{s}+\eta_{s}-2 s+4 \delta_{G 4 X}+2 \delta_{G 5 X}-4 \delta_{G 5 \phi}  \tag{3.34}\\
\delta \mathcal{C}_{3}= & \frac{1}{c_{s}^{2}}\left(\delta_{G 3 X}+4 \delta_{G 4 X}+3 \delta_{G 5 X}-\delta_{G 4 \phi}-4 \delta_{G 5 \phi}+8 \delta_{G 4 X X}+2 \delta_{G 5 X X}\right)  \tag{3.35}\\
& -\left(3+2 \lambda_{3 X}\right) \delta_{G 3 X}-8\left(5+2 \lambda_{4 X}\right) \delta_{G 4 X X}-4\left(4+\lambda_{5 X}\right) \delta_{G 5 X X} \\
& +\delta_{G 4 \phi}+8 \delta_{G 5 \phi}-8 \delta_{G 4 X}-9 \delta_{G 5 X}-6 \frac{c_{s}^{2}}{\epsilon_{s}}\left[\left(1+\lambda_{3 X}\right) \delta_{G 3 X}^{2}+\xi\left(\delta^{2}\right)\right] \\
\delta \mathcal{C}_{6}= & \left(1+\lambda_{3 X}\right) \delta_{G 3 X}+4\left(3+2 \lambda_{4 X}\right) \delta_{G 4 X X}+\delta_{G 5 X}+\left(5+2 \lambda_{5 X}\right) \delta_{G 5 X X}  \tag{3.36}\\
\delta \mathcal{C}_{7}= & \delta_{G 3 X}+6 \delta_{G 4 X X}+\delta_{G 5 X}+\delta_{G 5 X X}  \tag{3.37}\\
\delta \mathcal{C}_{8}= & \delta_{G 3 X}+4 \delta_{G 4 X X} \tag{3.38}
\end{align*}
$$

In order to derive the full expression of $\mathcal{A}_{\mathcal{R}}$ to the order of $\epsilon$, we need to compute the corrections to the first three integrations in eq. (3.19). As studied in ref. [56] in the context of k -inflation, there are several corrections to the bispectrum (3.25).

The first one comes from the variation of the coefficients $\tilde{\mathcal{C}}_{i}(i=1,2,3)$, i.e.,

$$
\begin{equation*}
\tilde{\mathcal{C}}_{i}(\tau)=\tilde{\mathcal{C}}_{i}\left(\tau_{K}\right)-\frac{d \tilde{\mathcal{C}}_{i}}{d t} \frac{1}{H_{K}} \ln \frac{\tau}{\tau_{K}}+\mathcal{O}\left(\epsilon^{2} \tilde{\mathcal{C}}_{i}\right) \tag{3.39}
\end{equation*}
$$

We evaluate all the physical variables at the time $\tau_{K}=-1 /\left(K c_{s K}\right)$, which corresponds to the moment when the wave number $K=k_{1}+k_{2}+k_{3}$ crosses the Hubble radius $K c_{s K}=a_{K} H_{K}$.

The second one follows from the correction to the scale factor $a \simeq-1 /(H \tau)$, i.e.,

$$
\begin{equation*}
a=-\frac{1}{H_{K} \tau}-\frac{\epsilon}{H_{K} \tau}+\frac{\epsilon}{H_{K} \tau} \ln \left(\tau / \tau_{K}\right)+\mathcal{O}\left(\epsilon^{2}\right) \tag{3.40}
\end{equation*}
$$

Thirdly, the mode function (2.23) is subject to change by taking into account the $\mathcal{O}(\epsilon)$ terms on the r.h.s. of eq. (2.21):

$$
\begin{equation*}
u(y)=-\frac{\sqrt{\pi}}{2 \sqrt{2}} \frac{1}{\sqrt{\epsilon_{s} F c_{s}}} \frac{H}{M_{\mathrm{pl}}} \frac{y^{3 / 2}}{k^{3 / 2}}\left(1+\frac{1}{2} \epsilon+\frac{1}{2} s\right) e^{i \frac{\pi}{2}\left(\epsilon+\frac{1}{2} \eta_{s F}\right)} H_{\nu}^{(1)}[(1+\epsilon+s) y] \tag{3.41}
\end{equation*}
$$

where $y=c_{s} k /(a H), \nu=3 / 2+\epsilon+\eta_{s F} / 2+s / 2$, and $H_{\nu}^{(1)}(x)$ is the Hankel function of the first kind. In the large-scale limit $(y \rightarrow 0)$ the Hankel function behaves as $H_{\nu}^{(1)}(x) \rightarrow$ $-i /[\sin (\pi \nu) \Gamma(1-\nu)](x / 2)^{-\nu}$ and hence the mode function approaches

$$
\begin{equation*}
u(0)=\frac{i}{2 k^{3 / 2}} \frac{1}{\sqrt{\left(\epsilon_{s} F\right)_{k} c_{s k}}} \frac{H_{k}}{M_{\mathrm{pl}}} \frac{1}{k^{3 / 2}}\left[1-\left(\gamma_{2}+1\right) \epsilon-\frac{\gamma_{2}}{2} \eta_{s F}-\left(\frac{\gamma_{2}}{2}+1\right) s\right] e^{i \frac{\pi}{2}\left(\epsilon+\frac{1}{2} \eta_{s F}\right)} \tag{3.42}
\end{equation*}
$$

where $\gamma_{2}=\gamma_{1}-2+\ln 2 \simeq-0.7296 \ldots$ and $\gamma_{1}=0.5772 \ldots$ is the Euler-Mascheroni constant. Note that the quantities with the subscript $k$ in eq. (3.42) are evaluated at $c_{s k} k /\left(a_{k} H_{k}\right)=1$. For the wave number $k_{i}$ there is the running from $k_{i}$ to $K$, as

$$
\begin{equation*}
\frac{1}{\sqrt{\left(\epsilon_{s} F\right)_{k_{i}} c_{s k_{i}}}} \frac{H_{k_{i}}}{M_{\mathrm{pl}}}=\frac{1}{\sqrt{\left(\epsilon_{s} F\right)_{K} c_{s K}}} \frac{H_{K}}{M_{\mathrm{pl}}}\left[1-\left(\epsilon+\frac{1}{2} \eta_{s F}+\frac{1}{2} s\right) \ln \frac{k_{i}}{K}\right]+\mathcal{O}\left(\epsilon^{2}\right) . \tag{3.43}
\end{equation*}
$$

Writing the correction to the leading order solution (2.23) as $\Delta u^{*}(\tau, k)$, it follows that

$$
\begin{align*}
\Delta u^{*}\left(\tau, k_{i}\right)=- & \frac{1}{2 k_{i}^{3 / 2} \sqrt{\left(\epsilon_{s} F\right)_{K} c_{s K}}} \frac{H_{K}}{M_{\mathrm{pl}}} e^{-i \frac{\pi}{2}\left(\epsilon+\frac{1}{2} \eta_{s F}\right)} e^{-i x}\left[(\epsilon+s)(x-i)+i s x^{2}\right. \\
& +\left\{\left(\epsilon+\frac{1}{2} \eta_{s F}+\frac{1}{2} s\right)(i-x)-i s x^{2}\right\} \ln \frac{\tau}{\tau_{K}} \\
& \left.+\sqrt{\frac{\pi}{2}} e^{i x}\left(\epsilon+\frac{1}{2} \eta_{s F}+\frac{1}{2} s\right) x^{3 / 2}\left(\frac{d H_{\nu}^{(1) *}}{d \nu}\right)_{\nu=3 / 2}\right]  \tag{3.44}\\
\frac{d}{d \tau} \Delta u^{*}\left(\tau, k_{i}\right)= & \frac{1}{2 k_{i}^{3 / 2} \sqrt{\left(\epsilon_{s} F\right)_{K} c_{s K}}} \frac{H_{K}}{M_{\mathrm{pl}}} e^{-i \frac{\pi}{2}\left(\epsilon+\frac{1}{2} \eta_{s F}\right)} k_{i} c_{s K} e^{-i x}[x(s x-i \epsilon) \\
& +\left(\epsilon+\frac{1}{2} \eta_{s F}+\frac{1}{2} s\right)\left(\frac{i}{x}-1\right)+i\left(\epsilon+\frac{1}{2} \eta_{s F}-\frac{3}{2} s+i s x\right) x \ln \frac{\tau}{\tau_{K}} \\
& \left.+\sqrt{\frac{\pi}{2}} e^{i x}\left(\epsilon+\frac{1}{2} \eta_{s F}+\frac{1}{2} s\right) \frac{d}{d x}\left(x^{3 / 2}\left(\frac{d H_{\nu}^{(1) *}}{d \nu}\right)_{\nu=3 / 2}\right)\right] \tag{3.45}
\end{align*}
$$

where $x \equiv-k_{i} c_{s K} \tau$.
In appendix A we give the explicit forms of corrections to the first three terms in eq. (3.25). Each correction can be expressed as

$$
\begin{equation*}
\Delta \mathcal{A}_{\mathcal{R}}^{(1)}=\left(\frac{c_{s}^{2}}{4 \epsilon_{s} F} \tilde{\mathcal{C}}_{1}^{\text {lead }}\right)_{K} \delta Q_{1}, \Delta \mathcal{A}_{\mathcal{R}}^{(2)}=-\left(\frac{1}{4 \epsilon_{s} F} \tilde{\mathcal{C}}_{2}^{\text {lead }}\right)_{K} \delta Q_{2}, \Delta \mathcal{A}_{\mathcal{R}}^{(3)}=\left(\frac{3 c_{s}^{2} H}{4 \epsilon_{s} F M_{\mathrm{pl}}} \tilde{\mathcal{C}}_{3}^{\text {lead }}\right)_{K} \delta Q_{3} \tag{3.46}
\end{equation*}
$$

where $\delta Q_{1}, \delta Q_{2}$, and $\delta Q_{3}$ are the $\mathcal{O}(\epsilon)$ terms derived by summing up the contributions (A.1)(A.5), (A.6)-(A.9), and (A.10)-(A.13), respectively. On using eqs. (3.30)-(3.32), it fol-
lows that

$$
\begin{align*}
\Delta \mathcal{A}_{\mathcal{R}} & =\Delta \mathcal{A}_{\mathcal{R}}^{(1)}+\Delta \mathcal{A}_{\mathcal{R}}^{(2)}+\Delta \mathcal{A}_{\mathcal{R}}^{(3)} \\
& =-\frac{1}{4}\left(\frac{1}{c_{s}^{2}}-1-\frac{2}{c_{s}^{2}} \frac{\delta \mathcal{C}_{7}}{\epsilon_{s}}\right)\left(3 \delta Q_{1}+\delta Q_{2}\right)+\frac{3}{4}\left(\frac{1}{c_{s}^{2}}-1-\frac{2 \lambda}{\Sigma}+4 \frac{\delta \mathcal{C}_{6}}{\epsilon_{s}}-\frac{4}{c_{s}^{2}} \frac{\delta \mathcal{C}_{7}}{\epsilon_{s}}\right) \delta Q_{3} . \tag{3.47}
\end{align*}
$$

The explicit forms of $3 \delta Q_{1}+\delta Q_{2}$ and $\delta Q_{3}$ are

$$
\begin{align*}
& 3 \delta Q_{1}+\delta Q_{2}= \\
& \quad\left[-2\left(7+2 \gamma_{1}+6 \gamma_{2}\right) \epsilon+3\left(1-2 \gamma_{1}-2 \gamma_{2}\right) \eta_{s F}-\left(21-14 \gamma_{1}+6 \gamma_{2}\right) s-2\left(1-2 \gamma_{1}\right) \tilde{\eta}_{1}\right. \\
& \left.\quad-2\left(2 \epsilon+\eta_{s F}+s\right) \ln \frac{k_{1} k_{2} k_{3}}{K^{3}}\right] \times \frac{1}{K} \sum_{i>j} k_{i}^{2} k_{j}^{2}+\left[2\left(3+\gamma_{1}+3 \gamma_{2}\right) \epsilon-3\left(1-\gamma_{1}-\gamma_{2}\right) \eta_{s F}\right. \\
& \left.\quad+\left(17-\frac{35}{2} \gamma_{1}+3 \gamma_{2}\right) s+2\left(1-\gamma_{1}\right) \tilde{\eta}_{1}+\left(2 \epsilon+\eta_{s F}+s\right) \ln \frac{k_{1} k_{2} k_{3}}{K^{3}}\right] \frac{1}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3} \\
& \quad+3\left(2 \gamma_{1}-1\right) s\left[\frac{1}{K^{3}} \sum_{i \neq j} k_{i}^{2} k_{j}^{4}+\frac{2}{K^{3}} \sum_{i>j} k_{i}^{3} k_{j}^{3}-3 \frac{\left(k_{1} k_{2} k_{3}\right)^{2}}{K^{3}}\right] \\
& \quad-\frac{1}{4}\left[22 \epsilon+9 \eta_{s F}+2 \tilde{\eta}_{1}+\left(11+4 \gamma_{1}\right) s\right] k_{1} k_{2} k_{3}-\left(\frac{1}{2} \epsilon+\frac{3}{4} \eta_{s F}-\frac{1}{2} \tilde{\eta}_{1}-\frac{1}{4} s\right) \sum_{i \neq j} k_{i} k_{j}^{2} \\
& \quad+\left[\frac{1}{2}\left(3+\gamma_{1}+3 \gamma_{2}\right) \epsilon-\frac{3}{4}\left(1-\gamma_{1}-\gamma_{2}\right) \eta_{s F}+\frac{1}{2}\left(1-\gamma_{1}\right) \tilde{\eta}_{1}+\frac{1}{4}\left(13-\gamma_{1}+3 \gamma_{2}\right) s\right. \\
& \left.\quad+\frac{1}{4}\left(2 \epsilon+\eta_{s F}+s\right) \ln \frac{k_{1} k_{2} k_{3}}{K^{3}}\right] \sum_{i} k_{i}^{3}-\frac{1}{2}\left(1+\gamma_{1}\right) s \frac{1}{K} \sum_{i} k_{i}^{4}-\frac{1}{2} \gamma_{1} s \frac{1}{K^{2}} \sum_{i \neq j} k_{i} k_{j}^{4} \\
& \quad+\frac{3}{2}\left(2 \epsilon+\eta_{s F}+s\right)\left(2 \sum_{i} k_{i}^{3}+2 \sum_{i \neq j} k_{i} k_{j}^{2}-\mathcal{V}\right), \tag{3.48}
\end{align*}
$$

$\delta Q_{3}=$

$$
\begin{align*}
& {\left[-2\left(2+2 \gamma_{1}+3 \gamma_{2}\right) \epsilon+3\left(\frac{3}{2}-\gamma_{1}-\gamma_{2}\right) \eta_{s F}+\left(3 \gamma_{1}-3 \gamma_{2}-\frac{29}{2}\right) s+\left(2 \gamma_{1}-3\right) \tilde{\eta}_{3}\right.} \\
& \left.-\left(2 \epsilon+\eta_{s F}+s\right) \ln \frac{k_{1} k_{2} k_{3}}{K^{3}}\right] \frac{\left(k_{1} k_{2} k_{3}\right)^{2}}{K^{3}} \\
& +\left(\epsilon+\frac{1}{2} \eta_{s F}+\frac{1}{2} s\right)\left(\frac{1}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3}-\frac{2}{K} \sum_{i>j} k_{i}^{2} k_{j}^{2}+\mathcal{U}\right) \tag{3.49}
\end{align*}
$$

where $\tilde{\eta}_{i}=\left(d \tilde{\mathcal{C}}_{i}^{\text {lead }} / d t\right) /\left(H \tilde{\mathcal{C}}_{i}^{\text {lead }}\right)$, and

$$
\begin{align*}
\mathcal{V} \equiv & \mathcal{M}-\left(k_{2}^{3}+k_{3}^{3}\right) \operatorname{Re}\left[\int_{0}^{\infty} d x_{1} \frac{e^{-i K x_{1} / k_{1}}}{x_{1}}\right]-\frac{k_{2}^{2} k_{3}^{2}}{k_{1}} \mathcal{G}-\frac{1}{3} \mathcal{N}+\text { perm. } \\
= & -k_{1} \operatorname{Re}\left[\int_{0}^{\infty} d x_{1} \frac{1}{x_{1}}\left(k_{2}^{2}+k_{3}^{2}+i k_{2} k_{3} \frac{k_{2}+k_{3}}{k_{1}} x_{1}\right) e^{-i \frac{k_{2}+k_{3}}{k_{1}} x_{1}} \frac{d h^{*}\left(x_{1}\right)}{d x_{1}}\right] \\
& -\left(k_{2}^{3}+k_{3}^{3}\right) \operatorname{Re}\left[\int_{0}^{\infty} d x_{1} \frac{e^{-i K x_{1} / k_{1}}}{x_{1}}\right] \\
& +\frac{k_{1}}{6} \sum_{i} k_{i}^{2} \operatorname{Re}\left[\int_{0}^{\infty} d x_{1} \frac{1}{x_{1}^{2}} e^{-i x_{1} \frac{k_{2}+k_{3}}{k_{1}}}\left(1+i \frac{k_{2}+k_{3}}{k_{1}} x_{1}-\frac{k_{2} k_{3}}{k_{1}^{2}} x_{1}^{2}\right) h^{*}\left(x_{1}\right)\right] \\
& -\frac{k_{2}^{2} k_{3}^{2}}{k_{1}} \operatorname{Re}\left[\int_{0}^{\infty} d x_{1} h^{*}\left(x_{1}\right) e^{-i \frac{k_{2}+k_{3}}{k_{1}} x_{1}}\right]+\text { perm. }  \tag{3.50}\\
\mathcal{U} \equiv & \frac{k_{2}^{2} k_{3}^{2}}{k_{1}} \operatorname{Re}\left[\int_{0}^{\infty} d x_{1} h^{*}\left(x_{1}\right)\left(1-i \frac{k_{2}+k_{3}}{k_{1}} x_{1}\right) e^{-i \frac{k_{2}+k_{3}}{k_{1}} x_{1}}\right]+\operatorname{perm} .  \tag{3.51}\\
h(x) \equiv & \sqrt{\frac{\pi}{2}} x^{3 / 2}\left[\frac{d H_{\nu}^{(1)}(x)}{d \nu}\right] \\
= & -2 i e^{i x}+i e^{-i x}(1+i x)[\operatorname{Ci}(2 x)+i \operatorname{Si}(2 x)]-i \pi \sin x+i \pi x \cos x . \tag{3.52}
\end{align*}
$$

The definition of $\mathcal{M}, \mathcal{G}$, and $\mathcal{N}$ is given in appendix A. In eq. (3.50), we have used the relation between the variables $x_{K}=-K c_{s K} \tau$ and $x_{i}=-k_{i} c_{s K} \tau(i=1,2,3)$, as $x_{K}=\left(K / k_{i}\right) x_{i}$ (without summation over $i$ ). The variable $x_{K}=-K c_{s K} \tau$ is related to $x_{i}=-k_{i} c_{s K} \tau(i=$ $1,2,3)$, as $x_{K}=\left(K / k_{i}\right) x_{i}$. The symbol "perm." stands for cyclic permutations with respect to $k_{1}, k_{2}$, and $k_{3}$. In eq. (3.48) we also used the relation $\tilde{\eta}_{2}=\tilde{\eta}_{1}+2 s$ to eliminate $\tilde{\eta}_{2}$ (which follows from $\left.\tilde{\mathcal{C}}_{2}^{\text {lead }}=-\left(c_{s}^{2} / 3\right) \tilde{\mathcal{C}}_{1}^{\text {lead }}\right)$. In appendix B we evaluate the values of $\mathcal{V}$ and $\mathcal{U}$ as functions of $r_{2} \equiv k_{2} / k_{1}$ and $r_{3} \equiv k_{3} / k_{1}$.

The total bispectrum $\mathcal{A}_{\mathcal{R}}$ is the sum of eqs. (3.25) and (3.47), which can be written as

$$
\begin{equation*}
\mathcal{A}_{\mathcal{R}}=\mathcal{A}_{\mathcal{R}}^{\text {lead }}+\mathcal{A}_{\mathcal{R}}^{\text {corre }} \tag{3.53}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{A}_{\mathcal{R}}^{\text {lead }}= & {\left[\frac{1}{4}\left(1-\frac{1}{c_{s}^{2}}\right)+\frac{1}{2 c_{s}^{2}} \frac{\delta \mathcal{C}_{7}}{\epsilon_{s}}\right]\left(3 S_{1}-S_{2}\right) }  \tag{3.54}\\
& +\left[\frac{3}{2}\left(\frac{1}{c_{s}^{2}}-1\right)-\frac{3 \lambda}{\Sigma}+\frac{6 \delta \mathcal{C}_{6}}{\epsilon_{s}}-\frac{6}{c_{s}^{2}} \frac{\delta \mathcal{C}_{7}}{\epsilon_{s}}\right] S_{3} \\
\mathcal{A}_{\mathcal{R}}^{\text {corre }}= & \frac{1}{4 c_{s}^{2}}\left[\delta \mathcal{C}_{1}+\left(2 \epsilon+7 \eta_{s F}-5 \eta_{7}\right) \frac{\delta \mathcal{C}_{7}}{\epsilon_{s}}+3 \delta \mathcal{C}_{8}\right] S_{1}  \tag{3.55}\\
& +\frac{1}{4 c_{s}^{2}}\left[\delta \mathcal{C}_{2}+\left(2 \epsilon-\eta_{s F}-\eta_{7}+4 s\right) \frac{\delta \mathcal{C}_{7}}{\epsilon_{s}}-\delta \mathcal{C}_{8}\right] S_{2} \\
& +\left[\frac{3}{2} \delta \mathcal{C}_{3}+\left(3 \eta_{s F}-\eta_{6}-4 s\right) \frac{\delta \mathcal{C}_{6}}{\epsilon_{s}}-\frac{1}{c_{s}^{2}}\left(3 \eta_{s F}-2 \eta_{7}-s\right) \frac{\delta \mathcal{C}_{7}}{\epsilon_{s}}\right] S_{3}-\frac{1}{4 c_{s}^{2}}\left(\epsilon_{s}-3 \delta \mathcal{C}_{8}\right) S_{4} \\
& -\frac{1}{4}\left(\frac{1}{c_{s}^{2}}-1-\frac{2}{c_{s}^{2}} \frac{\delta \mathcal{C}_{7}}{\epsilon_{s}}\right)\left(3 \delta Q_{1}+\delta Q_{2}\right)+\frac{3}{4}\left(\frac{1}{c_{s}^{2}}-1-\frac{2 \lambda}{\Sigma}+4 \frac{\delta \mathcal{C}_{6}}{\epsilon_{s}}-\frac{4}{c_{s}^{2}} \frac{\delta \mathcal{C}_{7}}{\epsilon_{s}}\right) \delta Q_{3}
\end{align*}
$$

The leading-order bispectrum $\mathcal{A}_{\mathcal{R}}^{\text {lead }}$ (given already in refs. [61, 62]) and the correction $\mathcal{A}_{\mathcal{R}}^{\text {corre }}$ are of the orders of $\mathcal{O}\left(\epsilon^{0}\right)$ and $\mathcal{O}(\epsilon)$, respectively.

## 4 Local, equilateral, and enfolded non-Gaussianities

The non-linear parameter characterizing the strength of non-Gaussianities is defined by

$$
\begin{equation*}
f_{\mathrm{NL}}=\frac{10}{3} \frac{\mathcal{A}_{\mathcal{R}}}{\sum_{i=1}^{3} k_{i}^{3}} . \tag{4.1}
\end{equation*}
$$

In the following we estimate $f_{\mathrm{NL}}$ for three different shapes of non-Gaussianities.

### 4.1 Local non-Gaussianities

The local shape corresponds to $k_{3} \rightarrow 0$ and $k_{2} \rightarrow k_{1} \equiv k$, in which case $f_{\mathrm{NL}}^{\text {local }}=(5 / 3) \mathcal{A}_{\mathcal{R}} / k^{3}$. Since $S_{1}=k^{3} / 2, S_{2}=3 k^{3} / 2=3 S_{1}$, and $S_{3}=S_{4}=0$, the leading-order bispectrum (3.54) vanishes. In the limit that $k_{3} \rightarrow 0$ the function $\mathcal{U}$ given by eq. (3.51) approaches $k^{3} / 2$ [56] (see also appendix B), so that the term $\delta Q_{3}$ in eq. (3.49) vanishes. Then the bispectrum (3.55) reduces to

$$
\begin{align*}
\mathcal{A}_{\mathcal{R}}^{\text {corre }}= & \frac{k^{3}}{8 c_{s}^{2}}\left(\delta \mathcal{C}_{1}+3 \delta \mathcal{C}_{2}\right)-\frac{1}{4}\left(\frac{1}{c_{s}^{2}}-1\right)\left(3 \delta Q_{1}+\delta Q_{2}\right) \\
& +\frac{\delta \mathcal{C}_{7}}{8 c_{s}^{2} \epsilon_{s}}\left[4\left(2 \epsilon+\eta_{s F}-2 \eta_{7}+3 s\right) k^{3}+4\left(3 \delta Q_{1}+\delta Q_{2}\right)\right] . \tag{4.2}
\end{align*}
$$

Using eqs. (3.33) and (3.34) together with the relations (2.9), (2.17), and (2.22), we have $\delta \mathcal{C}_{1}+3 \delta \mathcal{C}_{2}=4 \epsilon+2 \eta_{s F}-6 s$. In the limit $k_{3} \rightarrow 0$ the function $\mathcal{V}$ behaves as $\mathcal{V} \rightarrow 20 k^{3} / 3$ [56] (see also appendix B), so that eq. (3.48) reduces to $3 \delta Q_{1}+\delta Q_{2} \rightarrow\left(2 \epsilon-\eta_{s F}+5 s+2 \tilde{\eta}_{1}\right) k^{3}$. Then eq. (4.2) reads

$$
\begin{equation*}
\mathcal{A}_{\mathcal{R}}^{\text {corre }}=\frac{k^{3}}{4}\left(2 \epsilon-\eta_{s F}+5 s+2 \tilde{\eta}_{1}\right)+\frac{k^{3}}{2 c_{s}^{2}}\left(\eta_{s F}-4 s-\tilde{\eta}_{1}\right)+k^{3} \frac{\delta \mathcal{C}_{7}}{c_{s}^{2} \epsilon_{s}}\left(2 \epsilon+4 s+\tilde{\eta}_{1}-\eta_{7}\right) . \tag{4.3}
\end{equation*}
$$

Taking the time-derivatives of $\tilde{\mathcal{C}}_{1}^{\text {lead }}$ and $\mathcal{C}_{7}$, we obtain the following relation

$$
\begin{equation*}
\frac{\delta \mathcal{C}_{7}}{c_{s}^{2} \epsilon_{s}}\left(2 \epsilon+4 s+\tilde{\eta}_{1}-\eta_{7}\right)=\frac{1}{2}\left(\eta_{s F}-\tilde{\eta}_{1}-2 s\right)-\frac{1}{2 c_{s}^{2}}\left(\eta_{s F}-4 s-\tilde{\eta}_{1}\right) . \tag{4.4}
\end{equation*}
$$

Substituting eq. (4.4) into eq. (4.3), it follows that

$$
\begin{equation*}
\mathcal{A}_{\mathcal{R}}^{\text {corre }}=\frac{k^{3}}{4}\left(2 \epsilon+\eta_{s F}+s\right) . \tag{4.5}
\end{equation*}
$$

Using the spectral index $n_{\mathcal{R}}$ given in eq. (2.25), the non-linear parameter is expressed as

$$
\begin{equation*}
f_{\mathrm{NL}}^{\text {local }}=\frac{5}{12}\left(1-n_{\mathcal{R}}\right) \tag{4.6}
\end{equation*}
$$

This matches with the Maldacena's result [12] derived for a canonical scalar field (see also refs. [ $50,53,56]$ for the derivation of the same relation in other single field models). Creminelli and Zaldarriaga [47] pointed out that the consistency relation (4.6) should hold for any slowvariation single-field inflation. In fact we have shown that this holds for most general singlefield scalar-tensor theories with second-order equations of motion by explicitly computing the slow-variation corrections to the bispectrum (3.25). Since $\left|f_{\mathrm{NL}}^{\text {local }}\right|$ is much smaller than 1 in such models, the observational detection of local non-Gaussianities with $\left|f_{\mathrm{NL}}^{\text {local }}\right| \gtrsim 1$ implies that we need to go beyond the slow-variation single-field scenario.

In the limit that $k_{3} \rightarrow 0$ the shape functions $S_{6}, S_{7}$, and $S_{8}$ vanish. This means that the functions $\mathcal{C}_{6}, \mathcal{C}_{7}, \mathcal{C}_{8}$ on the r.h.s. of eqs. (3.20)-(3.23) do not contribute to the local non-Gaussianities. In fact, we can derive the consistency relation (4.6) by setting $\delta \mathcal{C}_{7}=0$ in eqs. (4.2) and (4.4). In this sense the situation is analogous to that in k -inflation.

Let us consider the not-so squeezed case in which the ratio $r_{3}=k_{3} / k_{1}$ is non-vanishing, i.e., $0<r_{3} \ll 1$ and $k_{1}=k_{2}$. The leading-order non-linear parameter following from eq. (3.54) is given by

$$
\begin{equation*}
f_{\mathrm{NL}}^{\text {lead }}=\frac{5 r_{3}^{2}\left[\alpha_{1}\left(22+4 r_{3}-4 r_{3}^{2}-r_{3}^{3}\right)\left(2+r_{3}\right)+2 \alpha_{2}\right]}{3\left(2+r_{3}\right)^{3}\left(2+r_{3}^{3}\right)} \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{1}=\frac{1}{4}\left(1-\frac{1}{c_{s}^{2}}\right)+\frac{1}{2 c_{s}^{2}} \frac{\delta \mathcal{C}_{7}}{\epsilon_{s}}, \quad \alpha_{2}=\frac{3}{2}\left(\frac{1}{c_{s}^{2}}-1\right)-\frac{3 \lambda}{\Sigma}+\frac{6 \delta \mathcal{C}_{6}}{\epsilon_{s}}-\frac{6}{c_{s}^{2}} \frac{\delta \mathcal{C}_{7}}{\epsilon_{s}} \tag{4.8}
\end{equation*}
$$

In the regime $r_{3} \ll 1$ we have $f_{\mathrm{NL}}^{\text {lead }} \simeq 5\left(22 \alpha_{1}+\alpha_{2}\right) r_{3}^{2} / 24$. The values of $\alpha_{1}$ and $\alpha_{2}$ depend on the models, but for $c_{s}^{2} \ll 1$ they are at most of the order of $1 / c_{s}^{2}$. In this case the leading-order non-linear parameter can be estimated as

$$
\begin{equation*}
\left|f_{\mathrm{NL}}^{\mathrm{lead}}\right| \approx \frac{r_{3}^{2}}{c_{s}^{2}} \tag{4.9}
\end{equation*}
$$

Then the transition from the value (4.6) to the value (4.9) occurs at

$$
\begin{equation*}
r_{3} \approx c_{s} \sqrt{1-n_{\mathcal{R}}} \tag{4.10}
\end{equation*}
$$

The effect of the term $1 / c_{s}^{2}$ in eq. (4.9) becomes important for $r_{3}>c_{s} \sqrt{1-n_{\mathcal{R}}}$. When $n_{\mathcal{R}}=0.96$ this condition translates into $r_{3}>0.2 c_{s}$. If $c_{s}=0.1$ and $r_{3}>0.1$, for example, the non-linear parameter (4.9) can be larger than the order of 1 . However, for $c_{s}=0.1$, we also expect the dominant contribution to $f_{\mathrm{NL}}$ to come from other shapes (equilateral, orthogonal, etc.)

For the models in which $c_{s}^{2}$ is close to $1, \alpha_{1}$ and $\alpha_{2}$ are of the order of unity. Hence the leading-order non-linear parameter can be estimated as $\left|f_{\mathrm{NL}}^{\text {lead }}\right| \approx r_{3}^{2} \ll 1$ in the regime $r_{3} \ll 1$. By increasing the value of $r_{3}$ from 0 , we can observationally discriminate between the models with $c_{s}^{2} \ll 1$ and $c_{s}^{2} \approx 1$.

### 4.2 Equilateral non-Gaussianities

The equilateral shape is characterized by $k_{1}=k_{2}=k_{3} \equiv k$, in which case the non-linear parameter is $f_{\mathrm{NL}}^{\text {equil }}=(10 / 9)\left(\mathcal{A}_{\mathcal{R}} / k^{3}\right)$. Since $S_{1}=4 k^{3} / 3, S_{2}=17 k^{3} / 6$, and $S_{3}=k^{3} / 27$, the bispectrum (3.54) gives the leading-order non-linear parameter

$$
\begin{align*}
f_{\mathrm{NL}}^{\text {equil,lead }}= & \frac{85}{324}\left(1-\frac{1}{c_{s}^{2}}\right)-\frac{10}{81} \frac{\lambda}{\Sigma}+\frac{20}{81 \epsilon_{s}}\left[\left(1+\lambda_{3 X}\right) \delta_{G 3 X}+4\left(3+2 \lambda_{4 X}\right) \delta_{G 4 X X}\right. \\
& \left.+\delta_{G 5 X}+\left(5+2 \lambda_{5 X}\right) \delta_{G 5 X X}\right]+\frac{65}{162 c_{s}^{2} \epsilon_{s}}\left(\delta_{G 3 X}+6 \delta_{G 4 X X}+\delta_{G 5 X}+\delta_{G 5 X X}\right) . \tag{4.11}
\end{align*}
$$

If $c_{s}^{2} \ll 1$, then we have $\left|f_{\mathrm{NL}}^{\text {equil,lead }}\right| \gg 1$.

In the equilateral limit the functions $\mathcal{V}$ and $\mathcal{U}$ are given by $\mathcal{V}=15[1+(1 / 2) \ln (2 / 3)] k^{3}$ and $\mathcal{U}=[6 \ln (3 / 2)-1] k^{3}$, respectively (see appendix B). Then the functions $\delta \tilde{Q}_{12} \equiv\left(3 \delta Q_{1}+\right.$ $\left.\delta Q_{2}\right) / k^{3}$ and $\delta \tilde{Q}_{3} \equiv \delta Q_{3} / k^{3}$ reduce to

$$
\begin{align*}
\delta \tilde{Q}_{12}= & \epsilon\left[6-78 \ln (2 / 3)-14 \gamma_{1}\right] / 3-\eta_{s F}\left[7 \gamma_{1}+26 \ln (2 / 3)\right] / 2 \\
& +s[16-39 \ln (2 / 3)] / 3+\tilde{\eta}_{1}\left(7 \gamma_{1}+20\right) / 6,  \tag{4.12}\\
\delta \tilde{Q}_{3}= & -\epsilon\left[10 \gamma_{1}+55+168 \ln (2 / 3)\right] / 27-\eta_{s F}\left[2 \gamma_{1}+7+28 \ln (2 / 3)\right] / 9 \\
& -4 s[10+21 \ln (2 / 3)] / 27+\tilde{\eta}_{3}\left(2 \gamma_{1}-3\right) / 27 . \tag{4.13}
\end{align*}
$$

The correction to $f_{\mathrm{NL}}^{\text {equil,lead }}$ coming from eq. (4.3) is given by

$$
\begin{align*}
& f_{\mathrm{NL}}^{\text {equil,corre }}= \frac{5}{972 c_{s}^{2} \epsilon_{s}}\left[3 \epsilon_{s}\left(24 \delta \mathcal{C}_{1}+51 \delta \mathcal{C}_{2}+4 c_{s}^{2} \delta \mathcal{C}_{3}\right)+8 c_{s}^{2}\left(3 \eta_{s F}-4 s-\eta_{6}\right) \delta \mathcal{C}_{6}\right.  \tag{4.14}\\
&\left.+\left(450 \epsilon+327 \eta_{s F}+620 s-497 \eta_{7}\right) \delta \mathcal{C}_{7}-153 \epsilon_{s} \delta \mathcal{C}_{8}+72 \epsilon_{s}^{2}\right] \\
&-\frac{5}{18}\left(\frac{1}{c_{s}^{2}}-1-\frac{2 \delta \mathcal{C}_{7}}{c_{s}^{2} \epsilon_{s}}\right) \delta \tilde{Q}_{12}+\frac{5}{6}\left(\frac{1}{c_{s}^{2}}-1-\frac{2 \lambda}{\Sigma}+\frac{4 \delta \mathcal{C}_{6}}{\epsilon_{s}}-\frac{4 \delta \mathcal{C}_{7}}{c_{s}^{2} \epsilon_{s}}\right) \delta \tilde{Q}_{3} .
\end{align*}
$$

For the theories in which $f_{\mathrm{NL}}^{\text {equil, lead }}$ vanishes, the next-order correction $f_{\mathrm{NL}}^{\text {equil, corre }}$ is the dominant contribution. In the case of a canonical scalar field with the Lagrangian $P=X-V(\phi)$, $G_{3}=0, G_{4}=0, G_{5}=0$, for example, it follows that $f_{\mathrm{NL}}^{\text {equil,lead }}=0$ and $f_{\mathrm{NL}}^{\text {equil,corre }}=$ $55 \epsilon_{s} / 36+5 \eta_{s} / 12$.

For the theories with $c_{s}^{2} \neq 1$ the non-linear parameters (4.11) and (4.14) reproduce the results known in literature for specific models of inflation. For example, this is the case for k -inflation [18, 56], k-inflation with the Galileon terms [62, 63], potential-driven Galileon inflation [73], and inflation with a field derivative coupling to the Einstein tensor [53]. Generally we require that $c_{s}^{2} \ll 1$ to realize the large equilateral non-linear parameter.

### 4.3 Enfolded non-Gaussianities

The enfolded shape is characterized by $k_{2}+k_{3}=k_{1}$. Taking the momenta $k_{1}=k$ and $k_{2} \rightarrow k_{3}=k / 2$, the non-linear parameter ${ }^{4}$ is $f_{\mathrm{NL}}^{\text {enfold }}=8 \mathcal{A}_{\mathcal{R}} /\left(3 k^{3}\right)$. Since $S_{1}=23 k^{3} / 64$, $S_{2}=63 k^{3} / 64$, and $S_{3}=k^{3} / 128$ in this case, the leading-order non-linear parameter is given by

$$
\begin{align*}
f_{\mathrm{NL}}^{\text {enfold,lead }}= & \frac{1}{32}\left(1-\frac{1}{c_{s}^{2}}\right)-\frac{1}{16} \frac{\lambda}{\Sigma}  \tag{4.15}\\
& +\frac{1}{8 \epsilon_{s}}\left[\left(1+\lambda_{3 X}\right) \delta_{G 3 X}+4\left(3+2 \lambda_{4 X}\right) \delta_{G 4 X X}+\delta_{G 5 X}+\left(5+2 \lambda_{5 X}\right) \delta_{G 5 X X}\right]
\end{align*}
$$

where, unlike the equilateral case, the $\delta \mathcal{C}_{7}$-dependent term in eq. (3.54) disappears.

[^2]In the enfolded limit one has $\mathcal{V}=[315 / 64-\ln (2) / 2] k^{3}$ and $\mathcal{U}=[5 / 24+\ln (2) / 4] k^{3}$ (see appendix B). The functions $\delta \tilde{Q}_{12}$ and $\delta \tilde{Q}_{3}$ are

$$
\begin{align*}
\delta \tilde{Q}_{12}= & \epsilon\left[45-24 \gamma_{1}+108 \ln (2)\right] / 64-\eta_{s F}\left[87+36 \gamma_{1}-108 \ln (2)\right] / 128 \\
& +s[333+108 \ln (2)] / 128+\tilde{\eta}_{1}\left(39+3 \gamma_{1}\right) / 32  \tag{4.16}\\
\delta \tilde{Q}_{3}= & -\epsilon\left[15 \gamma_{1}+17-54 \ln (2)\right] / 192-\eta_{s F}\left[36 \gamma_{1}-5-108 \ln (2)\right] / 768 \\
& -s[109-108 \ln (2)] / 768+\tilde{\eta}_{3}\left(2 \gamma_{1}-3\right) / 128 \tag{4.17}
\end{align*}
$$

The correction to $f_{\mathrm{NL}}^{\text {enfold,lead }}$ is

$$
\begin{align*}
f_{\mathrm{NL}}^{\text {enfold,corre }}= & \frac{1}{96 c_{s}^{2} \epsilon_{s}}\left[\epsilon_{s}\left(23 \delta \mathcal{C}_{1}+63 \delta \mathcal{C}_{2}+3 c_{s}^{2} \delta \mathcal{C}_{3}\right)-2 c_{s}^{2}\left(\eta_{6}+4 s-3 \eta_{s F}\right) \delta \mathcal{C}_{6}\right.  \tag{4.18}\\
& +\left(172 \epsilon+254 s+92 \eta_{s F}-174 \eta_{7}\right) \delta \mathcal{C}_{7} \\
& \left.+2 \epsilon_{s}^{2}\right]-\frac{2}{3}\left(\frac{1}{c_{s}^{2}}-1-\frac{2 \delta \mathcal{C}_{7}}{c_{s}^{2} \epsilon_{s}}\right) \delta \tilde{Q}_{12}+2\left(\frac{1}{c_{s}^{2}}-1-\frac{2 \lambda}{\Sigma}+\frac{4 \delta \mathcal{C}_{6}}{\epsilon_{s}}-\frac{4 \delta \mathcal{C}_{7}}{c_{s}^{2} \epsilon_{s}}\right) \delta \tilde{Q}_{3}
\end{align*}
$$

For a canonical scalar field we have that $f_{\mathrm{NL}}^{\text {enfold,lead }}=0$ and $f_{\mathrm{NL}}^{\text {enfold,corre }}=7 \epsilon_{s} / 8+5 \eta_{s} / 12$.

## 5 Shapes of non-Gaussianities

The leading-order bispectrum (3.16) can be written in terms of the sum of each component, as $\mathcal{A}_{\mathcal{R}}=\sum_{i=1}^{8} \mathcal{A}_{\mathcal{R}}^{(i)}$. Then the function $\mathcal{F}_{\mathcal{R}}\left(k_{1}, k_{2}, k_{3}\right)$ in eq. (3.15) is decomposed into eight components

$$
\begin{equation*}
\mathcal{F}_{\mathcal{R}}^{(i)}=(2 \pi)^{4} \frac{\mathcal{A}_{\mathcal{R}}^{(i)}}{\prod_{i=1}^{3} k_{i}^{3}}=\frac{(2 \pi)^{4}}{\left(k_{1} k_{2} k_{3}\right)^{3}} \mathcal{B}_{i} S_{i} \tag{5.1}
\end{equation*}
$$

where $\mathcal{B}_{i}$ 's are the coefficients appearing in front of each shape function $S_{i}$ in eq. (3.16), say, $\mathcal{B}_{1}=c_{s}^{2} \mathcal{C}_{1} /\left(4 \epsilon_{s} F\right)$.

In order to estimate the correlation between two different shapes, we define the following quantity [42]

$$
\begin{equation*}
C\left(\mathcal{F}_{\mathcal{R}}^{(i)}, \mathcal{F}_{\mathcal{R}}^{(j)}\right)=\frac{\mathcal{I}\left(\mathcal{F}_{\mathcal{R}}^{(i)}, \mathcal{F}_{\mathcal{R}}^{(j)}\right)}{\sqrt{\mathcal{I}\left(\mathcal{F}_{\mathcal{R}}^{(i)}, \mathcal{F}_{\mathcal{R}}^{(i)}\right) \mathcal{I}\left(\mathcal{F}_{\mathcal{R}}^{(j)}, \mathcal{F}_{\mathcal{R}}^{(j)}\right)}} \tag{5.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{I}\left(\mathcal{F}_{\mathcal{R}}^{(i)}, \mathcal{F}_{\mathcal{R}}^{(j)}\right)=\int d \mathcal{V}_{k} \mathcal{F}_{\mathcal{R}}^{(i)}\left(k_{1}, k_{2}, k_{3}\right) \mathcal{F}_{\mathcal{R}}^{(j)}\left(k_{1}, k_{2}, k_{3}\right) \frac{\left(k_{1} k_{2} k_{3}\right)^{4}}{\left(k_{1}+k_{2}+k_{3}\right)^{3}} \tag{5.3}
\end{equation*}
$$

The integration should be done in the region $0 \leq k_{1}<\infty, 0<k_{2} / k_{1}<1$, and $1-k_{2} / k_{1} \leq$ $k_{3} / k_{1} \leq 1$. Note that the above integral can be expressed in terms of $r_{2}=k_{2} / k_{1}$ and $r_{3}=k_{3} / k_{1}$ with the integral of $k_{1}$ factorized out. For $\left|C\left(\mathcal{F}_{\mathcal{R}}^{(i)}, \mathcal{F}_{\mathcal{R}}^{(j)}\right)\right|$ close to 1 the correlation is large, whereas for $\left|C\left(\mathcal{F}_{\mathcal{R}}^{(i)}, \mathcal{F}_{\mathcal{R}}^{(j)}\right)\right|$ close to 0 the two shapes are almost orthogonal with a small correlation.

The CMB data analysis of non-Gaussianities has been carried out by using the factorizable shape functions which are written as the sums of monomials of $k_{1}, k_{2}$, and $k_{3}$. There are a number of templates $\mathcal{F}_{\mathcal{R}}$ which resemble model predictions of the bispectrum. The templates corresponding to local and equilateral non-Gaussianities are given, respectively, by [37, 41]

$$
\begin{equation*}
\mathcal{F}_{\mathcal{R}}^{\text {local }}\left(k_{1}, k_{2}, k_{3}\right)=(2 \pi)^{4}\left(\frac{3}{10} f_{\mathrm{NL}}^{\text {local }}\right)\left(\frac{1}{k_{1}^{3} k_{2}^{3}}+\frac{1}{k_{2}^{3} k_{3}^{3}}+\frac{1}{k_{3}^{3} k_{1}^{3}}\right) \tag{5.4}
\end{equation*}
$$

|  | $\mathcal{F}_{\mathcal{R}}^{\text {equil }}$ | $\mathcal{F}_{\mathcal{R}}^{\text {ortho }}$ | $\mathcal{F}_{\mathcal{R}}^{\text {enfold }}$ | $\mathcal{F}_{\mathcal{R}}^{(3)}$ | $\mathcal{F}_{\mathcal{R}}^{(4)}$ | $\mathcal{F}_{\mathcal{R}}^{(5)}$ | $\mathcal{F}_{\mathcal{R}}^{(7 \text { equil })}$ | $\mathcal{F}_{\mathcal{R}}^{(8)}$ | $\mathcal{F}_{\mathcal{R}}^{(7 \text { ortho })}$ | $3 \mathcal{F}_{\mathcal{R}}^{(1)}-\mathcal{F}_{\mathcal{R}}^{(2)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{F}_{\mathcal{R}}^{\text {equil }}$ | 1 | 0.0254062 | 0.511911 | 0.936177 | -0.998757 | -0.994234 | 0.999892 | -0.999994 | -0.00693357 | 0.986954 |
| $\mathcal{F}_{\mathcal{R}}^{\text {ortho }}$ |  | 1 | -0.845755 | -0.290742 | 0.0177139 | -0.117961 | 0.0353534 | -0.0277283 | 0.904843 | -0.116557 |
| $\mathcal{F}_{\mathcal{R}}^{\text {enfold }}$ |  |  | 1 | 0.749518 | -0.548302 | -0.4293 | 0.503306 | -0.509913 | -0.781246 | 0.626939 |
| $\mathcal{F}_{\mathcal{R}}^{(3)}$ |  |  |  | 1 | -0.952469 | -0.893224 | 0.933797 | -0.935615 | -0.357802 | 0.980504 |
| $\mathcal{F}_{\mathcal{R}}^{(4)}$ |  |  |  |  | 1 | 0.987653 | -0.998384 | 0.998686 | 0.056402 | -0.993745 |
| $\mathcal{F}_{\mathcal{R}}^{(5)}$ |  |  |  |  |  | 1 | -0.994696 | 0.99437 | -0.0995524 | -0.964012 |
| $\mathcal{F}_{\mathcal{R}}^{(7 \text { equil) })}$ |  |  |  |  |  |  | 1 | -0.999936 | 0 | 0.9859 |
| $\mathcal{F}_{\mathcal{R}}^{(8)}$ |  |  |  |  |  |  |  | 1 | 0.00524865 | -0.986715 |
| $\mathcal{F}_{\mathcal{R}}^{(7 \text { ortho })}$ |  |  |  |  |  |  |  |  | 1 | -0.167335 |

Table 1. The correlation (5.2) between two different shape functions. $\mathcal{F}_{\mathcal{R}}^{(7 e q u i l)}$ is the normalized shape of $\mathcal{F}_{\mathcal{R}}^{(7)}$, whereas $\mathcal{F}_{\mathcal{R}}^{(7 \text { ortho })}$ is the shape function orthogonal to $\mathcal{F}_{\mathcal{R}}^{(7 \text { equil) }}$ (or, equivalently, to $\left.\mathcal{F}_{\mathcal{R}}^{(7)}\right)$.
and

$$
\begin{equation*}
\mathcal{F}_{\mathcal{R}}^{\text {equil }}\left(k_{1}, k_{2}, k_{3}\right)=(2 \pi)^{4}\left(\frac{9}{10} f_{\mathrm{NL}}^{\text {equil }}\right)\left[-\frac{1}{k_{1}^{3} k_{2}^{3}}-\frac{1}{k_{2}^{3} k_{3}^{3}}-\frac{1}{k_{3}^{3} k_{1}^{3}}-\frac{2}{k_{1}^{2} k_{2}^{2} k_{3}^{2}}+\left(\frac{1}{k_{1} k_{2}^{2} k_{3}^{3}}+5 \text { perm. }\right)\right] \tag{5.5}
\end{equation*}
$$

Since the local non-Gaussianities are small in the Horndeski's theories, we do not consider the correlation with the local template.

The orthogonal template, which has a small correlation with the equilateral one, is given by [43]
$\mathcal{F}_{\mathcal{R}}^{\text {ortho }}\left(k_{1}, k_{2}, k_{3}\right)=(2 \pi)^{4}\left(\frac{9}{10} f_{\mathrm{NL}}^{\text {ortho }}\right)\left[-\frac{3}{k_{1}^{3} k_{2}^{3}}-\frac{3}{k_{2}^{3} k_{3}^{3}}-\frac{3}{k_{3}^{3} k_{1}^{3}}-\frac{8}{k_{1}^{2} k_{2}^{2} k_{3}^{2}}+\left(\frac{3}{k_{1} k_{2}^{2} k_{3}^{3}}+5\right.\right.$ perm. $\left.)\right]$.
The enfolded template, which is a linear combination of the orthogonal and equilateral templates, is defined by [44]

$$
\begin{equation*}
\mathcal{F}_{\mathcal{R}}^{\mathrm{enfold}}\left(k_{1}, k_{2}, k_{3}\right)=(2 \pi)^{4}\left(\frac{9}{10} f_{\mathrm{NL}}^{\mathrm{enf}}\right)\left[\frac{1}{k_{1}^{3} k_{2}^{3}}+\frac{1}{k_{2}^{3} k_{3}^{3}}+\frac{1}{k_{3}^{3} k_{1}^{3}}+\frac{3}{k_{1}^{2} k_{2}^{2} k_{3}^{2}}-\left(\frac{1}{k_{1} k_{2}^{2} k_{3}^{3}}+5 \text { perm. }\right)\right] \tag{5.7}
\end{equation*}
$$

In table 1 we show the correlation between $\mathcal{F}_{\mathcal{R}}^{(i)}(i=3,4,5,7,8)$ and the three templates given above. Since the correlations between $\mathcal{F}_{\mathcal{R}}^{(i)}(i=4,5,7,8)$ and $\mathcal{F}_{\mathcal{R}}^{\text {equil }}$ are close to 1 , $\mathcal{F}_{\mathcal{R}}^{(i)}(i=4,5,7,8)$ are well approximated by the equilateral shape. In particular, both $C\left(\mathcal{F}_{\mathcal{R}}^{(7)}, \mathcal{F}_{\mathcal{R}}^{\text {ortho }}\right)$ and $C\left(\mathcal{F}_{\mathcal{R}}^{(8)}, \mathcal{F}_{\mathcal{R}}^{\text {ortho }}\right)$ are close to 0 with the same level of correlation between $\mathcal{F}_{\mathcal{R}}^{\text {equil }}$ and $\mathcal{F}_{\mathcal{R}}^{\text {ortho }}$. Hence the shape functions $S_{7}$ and $S_{8}$ highly mimic the equilateral template. They also vanish in the local limit $\left(k_{3} \rightarrow 0\right)$ and in the enfolded limit $\left(k_{2}+k_{3} \rightarrow k_{1}\right)$. Note that both $\left|C\left(\mathcal{F}_{\mathcal{R}}^{(7)}, \mathcal{F}_{\mathcal{R}}^{\text {enfold }}\right)\right|$ and $\left|C\left(\mathcal{F}_{\mathcal{R}}^{(8)}, \mathcal{F}_{\mathcal{R}}^{\text {enfold }}\right)\right|$ are close to 0.5 (which is similar to the value $\left.\left|C\left(\mathcal{F}_{\mathcal{R}}^{\text {equil }}, \mathcal{F}_{\mathcal{R}}^{\text {enfold }}\right)\right|=0.511911\right)$. Since there is the relation $\mathcal{F}_{\mathcal{R}}^{\text {enfold }}=\left(\mathcal{F}_{\mathcal{R}}^{\text {equil }}-\mathcal{F}_{\mathcal{R}}^{\text {ortho }}\right) / 2$, we have $\left|C\left(\mathcal{F}_{\mathcal{R}}^{(i)}, \mathcal{F}_{\mathcal{R}}^{\text {enfold }}\right)\right| \simeq 0.5$ for the shape function $\mathcal{F}_{\mathcal{R}}^{(i)}$ very close to the equilateral one.

We recall that the functions $3 S_{1}-S_{2}$ and $S_{3}$ are related with $S_{7}$ [see eq. (3.18)]. We can use this property in order to rewrite the leading-order part of the bispectrum in a convenient
basis. We introduce the following shape

$$
\begin{equation*}
S_{7}^{\text {equil }}=-\frac{12}{13} S_{7} \tag{5.8}
\end{equation*}
$$

whose minus sign has been chosen so that $\mathcal{F}_{\mathcal{R}}^{(7 \text { equil })}$ has a positive high correlation with the equilateral profile. Furthermore, we can analytically show that the following shape is exactly orthogonal to $S_{7}^{\text {equil }}$ :

$$
\begin{equation*}
S_{7}^{\text {ortho }}=\frac{12}{14-13 \beta}\left(\beta S_{7}+3 S_{1}-S_{2}\right), \tag{5.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\frac{16}{3} \frac{248041-25200 \pi^{2}}{1986713-201600 \pi^{2}}=1.1967996 \ldots \tag{5.10}
\end{equation*}
$$

The normalizations of $S_{7}^{\text {equil }}$ and $S_{7}^{\text {ortho }}$ have been done such that, at the equilateral configuration ( $k_{1}=k_{2}=k_{3}=k$ ), we have $S_{7}^{\text {equil }}=k^{3}=S_{7}^{\text {ortho }}$. This normalization follows from the standard definition of the previous templates introduced in the literature.

We note here that the leading-order bispectrum (3.54) includes the term $3 S_{1}-S_{2}$, so that we also consider the correlation between the combination $3 \mathcal{F}_{\mathcal{R}}^{(1)}-\mathcal{F}_{\mathcal{R}}^{(2)}$ and other shapes in table I. The shape $3 \mathcal{F}_{\mathcal{R}}^{(1)}-\mathcal{F}_{\mathcal{R}}^{(2)}$ has a high correlation with $\mathcal{F}_{\mathcal{R}}^{\text {equil }}$. Compared to $\mathcal{F}_{\mathcal{R}}^{(7)}$ and $\mathcal{F}_{\mathcal{R}}^{(8)}$, however, it is not very close to the equilateral shape. Moreover $\mathcal{F}_{\mathcal{R}}^{(3)}$ has some correlation with the orthogonal shape, i.e., $C\left(\mathcal{F}_{\mathcal{R}}^{(3)}, \mathcal{F}_{\mathcal{R}}^{\text {ortho }}\right)=-0.290742$.

As we see in table 1 , the correlation between $\mathcal{F}_{\mathcal{R}}^{(70 r t h o)}$ and $\mathcal{F}_{\mathcal{R}}^{\text {equil }}$ is very small. In terms of $S_{7}^{\text {equil }}$ and $S_{7}^{\text {ortho }}$, the functions $3 S_{1}-S_{2}$ and $S_{3}$ are expressed as

$$
\begin{equation*}
3 S_{1}-S_{2}=\frac{13}{12} \beta S_{7}^{\text {equil }}+\frac{14-13 \beta}{12} S_{7}^{\text {ortho }}, \quad S_{3}=\frac{13}{432}(3 \beta-2) S_{7}^{\text {equil }}+\frac{14-13 \beta}{144} S_{7}^{\text {ortho }} . \tag{5.11}
\end{equation*}
$$

Using these relations, the leading-order bispectrum (3.54) can be written in terms of the equilateral basis $S_{7}^{\text {equil }}$ and the orthogonal basis $S_{7}^{\text {ortho }}$, as

$$
\begin{equation*}
\mathcal{A}_{\mathcal{R}}^{\text {lead }}=c_{1} S_{7}^{\text {equil }}+c_{2} S_{7}^{\text {ortho }}, \tag{5.12}
\end{equation*}
$$

where

$$
\begin{align*}
& c_{1}=\frac{13}{12}\left[\frac{1}{24}\left(1-\frac{1}{c_{s}^{2}}\right)(2+3 \beta)+\frac{\lambda}{12 \Sigma}(2-3 \beta)-\frac{\delta \mathcal{C}_{6}}{6 \epsilon_{s}}(2-3 \beta)+\frac{\delta \mathcal{C}_{7}}{3 \epsilon_{s} c_{s}^{2}}\right],  \tag{5.13}\\
& c_{2}=\frac{14-13 \beta}{12}\left[\frac{1}{8}\left(1-\frac{1}{c_{s}^{2}}\right)-\frac{\lambda}{4 \Sigma}+\frac{\delta \mathcal{C}_{6}}{2 \epsilon_{s}}\right] . \tag{5.14}
\end{align*}
$$

The coefficients $c_{1}$ and $c_{2}$ characterize the magnitudes of the three-point correlation function coming from equilateral and orthogonal contributions, respectively. Finally, we also introduce the enfolded shape function

$$
\begin{equation*}
S_{7}^{\text {enfold }}=\left(S_{7}^{\text {equil }}-S_{7}^{\text {ortho }}\right) / 2, \tag{5.15}
\end{equation*}
$$

which has a maximum at $k_{1} \rightarrow 2 k_{2}, k_{2} \rightarrow k_{3}$. Note that $S_{7}^{\text {enfold }}$ vanishes at the equilateral configuration.


Figure 1. The shape functions $\mathcal{F}_{\mathcal{R}}^{(7 \text { equil }}\left(1, k_{2} / k_{1}, k_{3} / k_{1}\right)\left(k_{2} / k_{1}\right)^{2}\left(k_{3} / k_{1}\right)^{2}$ (top left), $\mathcal{F}_{\mathcal{R}}^{(7 \text { ortho })}\left(1, k_{2} / k_{1}, k_{3} / k_{1}\right)\left(k_{2} / k_{1}\right)^{2}\left(k_{3} / k_{1}\right)^{2}$ (top right), and $\mathcal{F}_{\mathcal{R}}^{(7 \text { enfold) }}\left(1, k_{2} / k_{1}, k_{3} / k_{1}\right)\left(k_{2} / k_{1}\right)^{2}\left(k_{3} / k_{1}\right)^{2}$ (bottom).

In figure 1 we plot the three shape functions $\mathcal{F}_{\mathcal{R}}^{(7 \text { equil })}, \mathcal{F}_{\mathcal{R}}^{(7 \text { ortho })}$ and $\mathcal{F}_{\mathcal{R}}^{(7 \text { enfold })}$ multiplied by the functions $\left(k_{2} / k_{1}\right)^{2}\left(k_{3} / k_{1}\right)^{2}$. The correlations of $\mathcal{F}_{\mathcal{R}}^{\text {lead }}=(2 \pi)^{4} \mathcal{A}_{\mathcal{R}}^{\text {lead }} / \prod_{i=1}^{3} k_{i}^{3}$ with the shape functions $\mathcal{F}_{\mathcal{R}}^{\text {equil }}, \mathcal{F}_{\mathcal{R}}^{\text {ortho }}$, and $\mathcal{F}_{\mathcal{R}}^{\text {enfold }}$ can be evaluated as

$$
\begin{align*}
C^{\text {equil }} & \equiv C\left(\mathcal{F}_{\mathcal{R}}^{\text {lead }}, \mathcal{F}_{\mathcal{R}}^{\text {equil }}\right)=\frac{8.25104\left(1.44717 \times 10^{-2} c_{1}-1.70045 \times 10^{-4} c_{2}\right)}{\sqrt{1.42610 \times 10^{-2} c_{1}^{2}+4.09480 \times 10^{-2} c_{2}^{2}}}  \tag{5.16}\\
C^{\text {ortho }} & \equiv C\left(\mathcal{F}_{\mathcal{R}}^{\text {lead }}, \mathcal{F}_{\mathcal{R}}^{\text {ortho }}\right)=\frac{5.12494\left(8.23792 \times 10^{-4} c_{1}+3.57273 \times 10^{-2} c_{2}\right)}{\sqrt{1.42610 \times 10^{-2} c_{1}^{2}+4.09480 \times 10^{-2} c_{2}^{2}}}  \tag{5.17}\\
C^{\text {enfold }} & \equiv C\left(\mathcal{F}_{\mathcal{R}}^{\text {lead }}, \mathcal{F}_{\mathcal{R}}^{\text {enfold }}\right)=\frac{8.80788\left(6.82395 \times 10^{-3} c_{1}-1.79487 \times 10^{-2} c_{2}\right)}{\sqrt{1.42610 \times 10^{-2} c_{1}^{2}+4.09480 \times 10^{-2} c_{2}^{2}}} \tag{5.18}
\end{align*}
$$

which depend on the coefficients $c_{1}$ and $c_{2}$. In particular, we find $C\left(\mathcal{F}_{\mathcal{R}}^{(7 \text { enfold })}, \mathcal{F}_{\mathcal{R}}^{\text {enfold }}\right)=$ 0.928621 .

## 6 Shapes of non-Gaussianities in concrete models

Let us study the non-Gaussianities of concrete models of inflation in which the bispectrum (5.12) can be large due to the small scalar propagation speed $c_{s}$. As we will see below, there are some models where the orthogonal shape provides an important contribution to the bispectrum.

### 6.1 Power-law k-inflation

We first consider k-inflation characterized by

$$
\begin{equation*}
P(\phi, X)=K(\phi)\left(-X+X^{2}\right), \quad G_{3}=0, \quad G_{4}=0, \quad G_{5}=0, \tag{6.1}
\end{equation*}
$$

where $K(\phi)$ is a function in terms of $\phi$. From the background equations (2.5) and (2.6) it follows that

$$
\begin{equation*}
K(\phi)=\frac{3 M_{\mathrm{pl}}^{2} H^{2}}{X(3 X-1)}, \quad \frac{\dot{H}}{H^{2}}=-\frac{3(2 X-1)}{3 X-1} . \tag{6.2}
\end{equation*}
$$

As an example, we study power-law inflation characterized by $a \propto t^{1 / \gamma}$ and $H=1 /(\gamma t)$, where $\gamma(\ll 1)$ is constant. Substituting the Hubble parameter into the second of eq. (6.2), we obtain $X=(3-\gamma) /[3(2-\gamma)]$ and $\phi=\phi_{0}+\sqrt{(3-\gamma) /[3(2-\gamma)]} t\left(\phi_{0}\right.$ is the initial value of the field). From the first of eq. (6.2) we find that power-law inflation is realized for the choice [54]

$$
\begin{equation*}
K(\phi)=\frac{6(2-\gamma) M_{\mathrm{pl}}^{2}}{\gamma^{2}\left(\phi-\phi_{0}\right)^{2}} . \tag{6.3}
\end{equation*}
$$

In this case $c_{s}^{2}$ and $\lambda / \Sigma$ in eq. (5.13) are given by

$$
\begin{equation*}
c_{s}^{2}=\frac{\gamma}{3(4-\gamma)}, \quad \frac{\lambda}{\Sigma}=\frac{1}{2}\left(1-c_{s}^{2}\right) . \tag{6.4}
\end{equation*}
$$

For $\gamma \ll 1$ we have that $1 / c_{s}^{2} \simeq 12 / \gamma \gg 1$.
In this model (dubbed Model A) the leading-order bispectrum (5.12) reduces to

$$
\begin{equation*}
\mathcal{A}_{\mathcal{R}}^{\text {lead }}=\frac{13}{12}\left[-\frac{2+3 \beta}{24 c_{s}^{2}}+\frac{1}{6}-\frac{1}{24}(2-3 \beta) c_{s}^{2}\right] S_{7}^{\text {equil }}-\frac{14-13 \beta}{96}\left(\frac{1}{c_{s}^{2}}-c_{s}^{2}\right) S_{7}^{\text {ortho }} . \tag{6.5}
\end{equation*}
$$

In the limit $c_{s}^{2} \ll 1$ it follows that $\mathcal{A}_{\mathcal{R}}^{\text {lead }} \simeq\left(-0.252 / c_{s}^{2}\right) S_{7}^{\text {equil }}+\left(0.016 / c_{s}^{2}\right) S_{7}^{\text {ortho }}$. Since in this limit the non-linear parameters (4.11) and (4.15) are given by $f_{\mathrm{NL}}^{\text {equil,lead }} \simeq-85 /\left(324 c_{s}^{2}\right)$ and $f_{\mathrm{NL}}^{\text {enfold,lead }} \simeq-1 /\left(32 c_{s}^{2}\right)$ respectively, the WMAP9 year constraint (1.2) of the equilateral shape gives the bound $c_{s}^{2}>1.2 \times 10^{-3}(95 \% \mathrm{CL})$.

The scalar spectral index (2.25) and the tensor-to-scalar ratio (2.27) can be expressed in terms of $c_{s}$, as

$$
\begin{equation*}
n_{\mathcal{R}}=1-\frac{24 c_{s}^{2}}{1+3 c_{s}^{2}}, \quad r=\frac{192 c_{s}^{3}}{1+3 c_{s}^{2}} . \tag{6.6}
\end{equation*}
$$

For the $\Lambda$ CDM model without the running scalar spectral index, the bounds on $n_{s}$ and $r$ from the WMAP9 data alone are $n_{\mathcal{R}}=0.992 \pm 0.019(68 \% \mathrm{CL})$ and $r<0.38(95 \% \mathrm{CL})$, respectively. If we combine the WMAP9 data with the measurements of high-l CMB anisotropies, baryon acoustic oscillations, and the Hubble constant, the constraints are $n_{\mathcal{R}}=0.9636 \pm$ $0.0084(68 \% \mathrm{CL})$ and $r<0.13(95 \% \mathrm{CL})$. If we employ the bound $0.95<n_{\mathcal{R}}<1$ then the
scalar propagation is constrained to be $c_{s}^{2}<2.1 \times 10^{-3}$. Since in this case $r<0.018$ from eq. (6.6), the observational constraint on $r$ is satisfied. Combining the bound of $c_{s}^{2}$ with that of the scalar non-Gaussianity, it follows that $1.2 \times 10^{-3}<c_{s}^{2}<2.1 \times 10^{-3}$.

In figure 2 we plot the shape function $\mathcal{F}_{\mathcal{R}}^{\text {lead }}\left(1, k_{2} / k_{1}, k_{3} / k_{1}\right)\left(k_{2} / k_{1}\right)^{2}\left(k_{3} / k_{1}\right)^{2}$ for $c_{s}^{2}=$ $2.0 \times 10^{-3}$ (labelled as "A" in the figure), where $\mathcal{F}_{\mathcal{R}}^{\text {lead }}=(2 \pi)^{4} \mathcal{A}_{\mathcal{R}}^{\text {lead }} / \prod_{i=1}^{3} k_{i}^{3}$. When $c_{s}^{2}=2.0 \times$ $10^{-3}$, the correlations (5.16)-(5.18) are $C^{\text {equil }}=-0.99474, C^{\text {ortho }}=0.06305$, and $C^{\text {enfold }}=$ -0.58511 , respectively. Hence the shape of non-Gaussianities is close to the equilateral one illustrated in figure 1, whose property is is independent of the choice of $c_{s}^{2}$.

## 6.2 k-inflation with the term $G_{3}(X)$

We study k-inflation in the presence of the covariant Galileon term $G_{3}(X)$ characterized by [63, 71]

$$
\begin{equation*}
P(X)=-X+\frac{X^{2}}{2 M^{4}}, \quad G_{3}(X)=\frac{\mu X}{M^{4}}, \tag{6.7}
\end{equation*}
$$

where $M$ and $\mu$ are constants having a dimension of mass. In this model (dubbed Model B) the de Sitter solution is present when $\epsilon=\delta_{P X}+3 \delta_{G 3 X}=0$. Using eq. (2.5) as well, we obtain

$$
\begin{equation*}
H^{2}=\frac{M^{4}}{18 \mu^{2}} \frac{(1-x)^{2}}{x}, \quad \frac{\mu}{M_{\mathrm{pl}}}=\frac{1-x}{x \sqrt{3(2-x)}}, \tag{6.8}
\end{equation*}
$$

where $x=X / M^{4}$. As long as inflation is realized in the regime $\mu / M_{\mathrm{pl}} \ll 1, x$ is close to 1 . In what follows we replace $x$ for 1 except for the terms including $1-x$.

Along the de Sitter solution we have that $\lambda / \Sigma=6 c_{s}^{2} / \epsilon_{s}, \delta \mathcal{C}_{6}=\delta \mathcal{C}_{7}=\delta_{G 3 X}=2(1-x)$. Since $\epsilon_{s}=2(1-x)$ and $c_{s}^{2}=(1-x) / 6$, the bispectrum (5.12) reads

$$
\begin{equation*}
\mathcal{A}_{\mathcal{R}}^{\text {lead }}=\frac{13}{12}\left[\frac{1}{4 c_{s}^{2}}\left(1-\frac{\beta}{2}\right)-\frac{1}{6}(1-3 \beta)\right] S_{7}^{\text {equil }}-\frac{14-13 \beta}{12}\left(\frac{1}{8 c_{s}^{2}}-\frac{1}{2}\right) S_{7}^{\text {ortho }} . \tag{6.9}
\end{equation*}
$$

If $c_{s}^{2} \ll 1$, we obtain $\mathcal{A}_{\mathcal{R}}^{\text {lead }} \simeq\left(0.109 / c_{s}^{2}\right) S_{7}^{\text {equil }}+\left(0.016 / c_{s}^{2}\right) S_{7}^{\text {ortho }}$ together with the nonlinear parameters $f_{\mathrm{NL}}^{\text {equil,lead }} \simeq 5 /\left(36 c_{s}^{2}\right)$ and $f_{\mathrm{NL}}^{\text {enfold,lead }} \simeq-1 /\left(32 c_{s}^{2}\right)$. Notice that the sign of $f_{\mathrm{NL}}^{\text {equil, lead }}$ is opposite to that in Model A. From the WMAP 9 year bound (1.2) it follows that $c_{s}^{2}>4.3 \times 10^{-4}(95 \% \mathrm{CL})$. In Model B the scalar spectral index is $n_{\mathcal{R}}=1$, whereas $r$ is related to $c_{s}^{2}$ via

$$
\begin{equation*}
c_{s}^{2}=\frac{3^{1 / 3}}{48} r^{2 / 3} . \tag{6.10}
\end{equation*}
$$

The WMAP9 bound $r<0.38$ gives the constraint $c_{s}^{2}<1.6 \times 10^{-2}$. Using the severer bound $r<0.13$, it follows that $c_{s}^{2}<7.7 \times 10^{-3}$. In both cases there are viable parameter spaces compatible with the constraint from the scalar non-Gaussainity. When $c_{s}^{2}=2.0 \times 10^{-3}$, for example, we have $C^{\text {equil }}=0.96865, C^{\text {ortho }}=0.25272$, and $C^{\text {enfold }}=0.29984$. As we see in figure 2, the shape of non-Gaussianities for $c_{s}^{2}=2.0 \times 10^{-3}$ is approximately close to the equilateral one.

For potential-driven inflation $(P=X-V(\phi))$ with the term $G_{3}(X)=\mu X / M^{4}[72]$, the non-Gaussianities are small because $c_{s}^{2}$ is not much smaller than 1 [73]. In such models, if the Galileon self-interaction dominates over the standard kinetic term even after inflation, there is an instability associated with the appearance of the negative $c_{s}^{2}$ after the field velocity $\dot{\phi}$


Figure 2. The leading-order shape function $\mathcal{F}_{\mathcal{R}}^{\text {lead }}\left(1, k_{2} / k_{1}, k_{3} / k_{1}\right)\left(k_{2} / k_{1}\right)^{2}\left(k_{3} / k_{1}\right)^{2}$ for $c_{s}^{2}=2.0 \times$ $10^{-3}$ normalized to 1 at the equilateral configuration. Each panel corresponds to the models A, B, C, D.
changes its sign [74]. ${ }^{5}$ In the model B discussed above, reheating needs to occur gravitationally [71], so the situation should be different from that in Galileon inflation driven by a potential with a minimum.

## 6.3 k-inflation with the term $G_{4}(X)$

The next model (dubbed Model C) is k-inflation with the covariant Galileon term $G_{4}(X)$ [62], i.e.,

$$
\begin{equation*}
P(X)=-X+\frac{X^{2}}{2 M^{4}}, \quad G_{4}(X)=\frac{\mu X^{2}}{M^{7}} \tag{6.11}
\end{equation*}
$$

Similar to the case (6.7), there is a de Sitter solution satisfying the conditions

$$
\begin{equation*}
H^{2}=\frac{M^{3}}{36 \mu} \frac{1-x}{x}, \quad \frac{\mu M}{M_{\mathrm{pl}}^{2}}=\frac{1-x}{6 x^{2}(3-2 x)} \tag{6.12}
\end{equation*}
$$

[^3]Inflation occurs in the regime where $x=X / M^{4}$ is close to 1 . Employing the similar approximation to that used previously, we have $\delta \mathcal{C}_{6}=2 \delta \mathcal{C}_{7}=12 \delta_{G 4 X X}, \epsilon_{s}=8 \delta_{G 4 X X}$, $\delta_{G 4 X X}=(1-x) / 3, c_{s}^{2}=2(1-x) / 9$, and $\lambda / \Sigma=1 / 2$. Hence the bispectrum (5.12) reduces to

$$
\begin{equation*}
\mathcal{A}_{\mathcal{R}}^{\text {lead }}=\frac{13}{12}\left[\frac{1}{24 c_{s}^{2}}(4-3 \beta)-\frac{1}{12}(4-9 \beta)\right] S_{7}^{\text {equil }}-\frac{14-13 \beta}{12}\left(\frac{1}{8 c_{s}^{2}}-\frac{3}{4}\right) S_{7}^{\mathrm{ortho}} \tag{6.13}
\end{equation*}
$$

In the limit $c_{s}^{2} \ll 1$, we have $\mathcal{A}_{\mathcal{R}}^{\text {lead }} \simeq\left(0.018 / c_{s}^{2}\right) S_{7}^{\text {equil }}+\left(0.016 / c_{s}^{2}\right) S_{7}^{\text {ortho }}$. The equilateral and orthogonal non-linear parameters in this limit are given by $f_{\mathrm{NL}}^{\text {equil,lead }} \simeq 25 /\left(648 c_{s}^{2}\right)$ and $f_{\mathrm{NL}}^{\text {enfold,lead }} \simeq-1 /\left(32 c_{s}^{2}\right)$, respectively. The tighter constraint on $c_{s}^{2}$ comes from the enfolded bound (1.4) rather than the equilateral bound (1.2), i.e., $c_{s}^{2}>3.6 \times 10^{-4}$. Note that the scalar spectral index is $n_{\mathcal{R}}=1$ and that the same relation as eq. (6.10) holds in Model C. Hence the upper bound of $c_{s}^{2}$ coming from the observational constraint of $r$ is the same as that of Model B, i.e., $c_{s}^{2}<1.6 \times 10^{-2}$ for $r<0.38$ and $c_{s}^{2}<7.7 \times 10^{-3}$ for $r=0.13$.

In figure 2 we plot the shape of non-Gaussianities for $c_{s}^{2}=2.0 \times 10^{-3}$, in which case the shape is between the equilateral and orthogonal ones shown in figure 1. In fact, we have $C^{\text {equil }}=0.58145, C^{\text {ortho }}=0.75322$, and $C^{\text {enfold }}=-0.33691$ for $c_{s}^{2}=2.0 \times 10^{-3}$. The orthogonal contribution tends to be less important for the values of $c_{s}^{2}$ larger than the order of $10^{-2}$.

## 6.4 k-inflation with the term $G_{5}(X)$

Finally we study the following model (dubbed Model D) [62]

$$
\begin{equation*}
P(X)=-X+\frac{X^{2}}{2 M^{4}}, \quad G_{5}(X)=\frac{\mu X^{2}}{M^{10}} \tag{6.14}
\end{equation*}
$$

In this case, for $x=X / M^{4}$ close to 1 , there is a de Sitter solution satisfying the conditions $H^{2}=M^{4} /\left(6 M_{\mathrm{pl}}^{2}\right)$ and $\mu^{2} M^{4} / M_{\mathrm{pl}}^{6}=27(1-x)^{2} / 25$. Since $\delta \mathcal{C}_{6}=3 \delta \mathcal{C}_{7}=36(1-x) / 5$, $\epsilon_{s}=18(1-x) / 5, c_{s}^{2}=3(1-x) / 10$, and $\lambda / \Sigma=1 / 2$, the bispectrum is given by

$$
\begin{equation*}
\mathcal{A}_{\mathcal{R}}^{\text {lead }}=\frac{13}{12}\left[-\frac{1}{c_{s}^{2}}\left(\frac{\beta}{8}-\frac{5}{36}\right)-\frac{1}{2}+\beta\right] S_{7}^{\text {equil }}-\frac{14-13 \beta}{12}\left(\frac{1}{8 c_{s}^{2}}-1\right) S_{7}^{\text {ortho }} \tag{6.15}
\end{equation*}
$$

In the limit $c_{s}^{2} \ll 1$ we have $\mathcal{A}_{\mathcal{R}}^{\text {lead }} \simeq\left(-0.012 / c_{s}^{2}\right) S_{7}^{\text {equil }}+\left(0.016 / c_{s}^{2}\right) S_{7}^{\text {ortho }}=-\left(0.023 / c_{s}^{2}\right)$ $S_{7}^{\text {enfold }}+\left(0.005 / c_{s}^{2}\right) S_{7}^{\text {ortho }}$, in which case the sign in front of the shape $S_{7}^{\text {equil }}$ in eq. (6.15) is opposite to those in the models B and C . In the same limit the equilateral and enfolded non-linear parameters are $f_{\mathrm{NL}}^{\text {equil,lead }} \simeq 5 /\left(972 c_{s}^{2}\right)$ and $f_{\mathrm{NL}}^{\text {enfold,lead }} \simeq-1 /\left(32 c_{s}^{2}\right)$, respectively. In this case $f_{\mathrm{NL}}^{\text {equil,lead }}$ is smaller than $\left|f_{\mathrm{NL}}^{\text {enfold,lead }}\right|$ by one order of magnitude. The WMAP 9 year enfolded bound (1.4) gives the constraint $c_{s}^{2}>3.6 \times 10^{-4}$. In model D we have that $n_{\mathcal{R}}=1$ and that the relation between $r$ and $c_{s}^{2}$ is the same as eq. (6.10). Hence the upper bound on $c_{s}^{2}$ is the same as that of Models B and C .

The shape of non-Gaussianities for $c_{s}^{2}=2.0 \times 10^{-3}$ is plotted in figure 2. When $c_{s}^{2}=2.0 \times$ $10^{-3}$ the correlations (5.16)-(5.18) are $C^{\text {equil }}=-0.35587, C^{\text {ortho }}=0.83546$, and $C^{\text {enfold }}=$ -0.90787 , respectively, in which case the shape has quite high (anti)-correlations with both the orthogonal and enfolded templates. In figure 3 we show the correlations $C^{\text {equil }}, C^{\text {ortho }}$, and $C^{\text {enfold }}$ versus $c_{s}^{2}$. For $c_{s}^{2} \gtrsim 0.04$ the correlation with the equilateral template is larger than those with other templates. For $c_{s}^{2} \lesssim 0.04$ the contributions of the orthogonal and enfolded shapes tend to be important. In the limit that $c_{s}^{2} \ll 1,\left|C^{\text {enfold }}\right|$ is largest among other correlations. Model D is an explicit example where the orthogonal (or enfolded) shape provides a significant contribution to the bispectrum.


Figure 3. The correlations (5.16)-(5.18) versus $c_{s}^{2}$ for Model D. In the limit that $c_{s}^{2} \ll 1,\left|C^{\text {enfold }}\right|$ and $\left|C^{\text {ortho }}\right|$ are larger than $\left|C^{\text {equil }}\right|$. On the other hand, for $c_{s}^{2} \gtrsim 0.04,\left|C^{\text {equil }}\right|$ is largest.

## 7 Conclusions

In the Horndeski's most general scalar-tensor theories we derived the three-point correlation function of primordial curvature perturbations generated during inflation in the presence of slow-variation corrections to the leading-order bispectrum. Unlike previous works [61, 62], the bispectrum (3.53) is valid for any shape of non-Gaussianities at first order of $\epsilon$.

In the squeezed limit ( $k_{3} \rightarrow 0, k_{1} \rightarrow k_{2}$ ) the leading-order bispectrum (3.54) vanishes, so that the correction (3.55) is the dominant contribution to $\mathcal{A}_{\mathcal{R}}$. By using eq. (3.55), we showed that the non-linear parameter in this limit is given by $f_{\mathrm{NL}}^{\text {local }}=(5 / 12)\left(1-n_{\mathcal{R}}\right)$. This agrees with the result of refs. [12, 47] in which the three-point correlation function was derived by dealing with the long-wavelength curvature perturbation (mode $\boldsymbol{k}_{3}$ ) as a classical background. As demonstrated in ref. [47], this result should be valid for any single-field inflation in which the decaying mode of $\mathcal{R}$ is neglected relative to the growing mode. Our direct computation of the three-point correlation function in the presence of all possible slow-variation corrections is another independent proof that the non-Gaussianity consistency relation holds for most general single-field theories with second-order equations of motion.

The result of the local non-Gaussianities shows that $\left|f_{\mathrm{NL}}^{\text {local }}\right|$ is much smaller than 1 , e.g., $f_{\mathrm{NL}}^{\text {local }}=0.0125$ for $n_{\mathcal{R}}=0.97$. In the case where the shape of non-Gaussianities is not exactly the squeezed one ( $0<r_{3}=k_{3} / k_{1} \ll 1$ ), the leading-order bispectrum gives the non-linear parameter $\left|f_{\mathrm{NL}}^{\text {lead }}\right| \approx r_{3}^{2} / c_{s}^{2}$. Hence the leading-order term dominates over the correction for $r_{3}>c_{s} \sqrt{1-n_{\mathcal{R}}}$. For the models with $c_{s}^{2} \ll 1$ the non-linear parameter can be as large as
$\left|f_{\mathrm{NL}}\right|>1$ with the growth of $r_{3}$. By measuring the shape which is not so squeezed, it should be possible to discriminate the models with different values of $c_{s}^{2}$. The leading-order nonlinear parameters in the equilateral and enfolded limits are given by eqs. (4.11) and (4.15), respectively, whose magnitudes can be larger than 1 for the models with $c_{s}^{2} \ll 1$. These results will be useful to constrain concrete models of inflation in future high-precision observations.

We also showed that the leading-order bispectrum can be expressed in terms of the sum of the two bases $S_{7}^{\text {equil }}$ and $S_{7}^{\text {ortho }}$. The shape $S_{7}^{\text {equil }}$ is very highly correlated with the equilateral template (5.5). It also vanishes in both local and enfolded limits. The shape $S_{7}^{\text {ortho }}$, which is defined by (5.9), is exactly orthogonal to $S_{7}^{\text {equil }}$. The coefficients $c_{1}$ and $c_{2}$ in front of $S_{7}^{\text {equil }}$ and $S_{7}^{\text {ortho }}$ in eq. (5.12) characterize the equilateral and orthogonal contributions, respectively.

In section 6 we presented concrete models in which the orthogonal shape can provide important contributions to the bispectrum. In power-law k-inflation the shape of nonGaussianities is well approximated by the equilateral type. However, in k-inflation described by the Lagrangian $P(X)=-X+X^{2} /\left(2 M^{4}\right)$ with a number of different Galileon terms like $G_{4}(X)=\mu X^{2} / M^{7}$ and $G_{5}(X)=\mu X^{2} / M^{10}$, we found that the orthogonal contribution is crucially important for $c_{s}^{2} \ll 1$. In the presence of the term $G_{5}(X)=\mu X^{2} / M^{10}$, the correlations with the orthogonal and enfolded templates in the regime $c_{s}^{2} \ll 1$ are higher than that with the equilateral template.

It will be interesting to see how the observations such as Planck [75] provide the constraints on the scalar non-Gaussianities as well as the scalar spectral index and the tensor-to-scalar ratio. In particular, if future observations confirm the value $\left|f_{\mathrm{NL}}^{\text {local }}\right|>1$ at more than $95 \%$ CL, this implies that we need to go beyond the slow-variation single-field inflationary scenario (including the Horndeski's theories). The information of other shapes of non-Gaussianities (including the not so squeezed one) will be useful to discriminate between many different models.
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## A Corrections to the bispectrum

Following the calculations of ref. [56] we present the explicit forms of the corrections to the bispectrum (3.25). They come from the first three integrals in the action (3.19). We write each $\mathcal{O}(\epsilon)$ contribution to the bispectrum as $\Delta \mathcal{A}_{\mathcal{R}}^{(i)}(i=1,2,3)$. Note that similar calculations were also carried out in ref. [31].
(i) $\int d t d^{3} x a^{3} \tilde{\mathcal{C}}_{1} M_{\mathrm{pl}}^{2} \mathcal{R} \dot{\mathcal{R}}^{2}$

- (a) The correction from the variation of $\tilde{\mathcal{C}}_{1}$ in eq. (3.39)

$$
\begin{equation*}
\Delta \mathcal{A}_{\mathcal{R}}^{(1)} \supset-\left(\frac{c_{s}^{2}}{4 \epsilon_{s} F} \frac{1}{H} \frac{d \tilde{\mathcal{C}}_{1}^{\text {lead }}}{d t}\right)_{K}\left[\left(1-2 \gamma_{1}\right) \frac{1}{K} \sum_{i>j} k_{i}^{2} k_{j}^{2}-\left(1-\gamma_{1}\right) \frac{1}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3}\right] . \tag{A.1}
\end{equation*}
$$

- (b) The correction from the scale factor $a$ in eq. (3.40)

$$
\begin{equation*}
\Delta \mathcal{A}_{\mathcal{R}}^{(1)} \supset\left(\frac{c_{s}^{2} \epsilon}{2 \epsilon_{s} F} \tilde{\mathcal{C}}_{1}^{\text {lead }}\right)_{K}\left[\left(1+2 \gamma_{1}\right) \frac{1}{K} \sum_{i>j} k_{i}^{2} k_{j}^{2}-\gamma_{1} \frac{1}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3}\right] . \tag{A.2}
\end{equation*}
$$

- (c) The contribution from the correction to $u\left(0, k_{i}\right)$ in eq. (3.42)

$$
\begin{align*}
\Delta \mathcal{A}_{\mathcal{R}}^{(1)} \supset & -\left(\frac{c_{s}^{2}}{4 \epsilon_{s} F} \tilde{\mathcal{C}}_{1}^{\text {lead }}\right)_{K}\left[3\left(1+\gamma_{2}\right) \epsilon+\frac{3 \gamma_{2}}{2} \eta_{s F}+3\left(1+\frac{\gamma_{2}}{2}\right) s+\left(\epsilon+\frac{\eta_{s F}}{2}+\frac{s}{2}\right) \ln \frac{k_{1} k_{2} k_{3}}{K^{3}}\right] \\
& \times\left(\frac{2}{K} \sum_{i>j} k_{i}^{2} k_{j}^{2}-\frac{1}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3}\right) . \tag{A.3}
\end{align*}
$$

- (d) The contribution from the correction to $u^{*}\left(\tau, k_{i}\right)$ in eq. (3.44)

$$
\begin{align*}
\Delta \mathcal{A}_{\mathcal{R}}^{(1)} \supset\left(\frac{c_{s}^{2}}{4 \epsilon_{s} F} \tilde{\mathcal{C}}_{1}^{\text {lead }}\right)_{K}[ & 3\left(1-2 \gamma_{1}\right) s \frac{\left(k_{1} k_{2} k_{3}\right)^{2}}{K^{3}}-\left\{\left(1+2 \gamma_{1}\right) \epsilon+\left(\gamma_{1}-\frac{1}{2}\right) \eta_{s F}+\left(\frac{3}{2}+\gamma_{1}\right) s\right\} \\
& \times \frac{1}{K} \sum_{i>j} k_{i}^{2} k_{j}^{2}+\left\{\gamma_{1} \epsilon-\frac{1}{2}\left(1-\gamma_{1}\right) \eta_{s F}+\frac{1}{2}\left(1+\gamma_{1}\right) s\right\} \frac{1}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3} \\
& \left.+\left(\epsilon+\frac{\eta_{s F}}{2}+\frac{s}{2}\right)\left(\frac{k_{2}^{2} k_{3}^{2}}{k_{1}} \mathcal{G}+\text { perm. }\right)\right], \tag{A.4}
\end{align*}
$$

where

$$
\mathcal{G}\left(k_{1}, k_{2}, k_{3}\right) \equiv \operatorname{Re}\left[\int_{0}^{\infty} d x_{1} h^{*}\left(x_{1}\right) e^{-\frac{k_{2}+k_{3}}{k_{1}} x_{1}}\right],
$$

and $x_{1}=-k_{1} c_{s K} \tau$.

- (e) The contribution from the correction to $\frac{d}{d \tau} u^{*}\left(\tau, k_{i}\right)$ in eq. (3.45)

$$
\begin{align*}
\Delta \mathcal{A}_{\mathcal{R}}^{(1)} \supset & -\left(\frac{c_{s}^{2}}{4 \epsilon_{s} F} \tilde{\mathcal{C}}_{1}^{\text {lead }}\right)_{K}\left[\left\{2\left(1+2 \gamma_{1}\right) \epsilon+\left(2 \gamma_{1}-1\right)\left(\eta_{s F}-3 s\right)\right\} \frac{1}{K} \sum_{i>j} k_{i}^{2} k_{j}^{2}\right. \\
& +\left(2 \epsilon+\eta_{s F}+s\right) k_{1} k_{2} k_{3}-\left\{2 \gamma_{1} \epsilon+\left(\gamma_{1}-1\right) \eta_{s F}+\left(4-6 \gamma_{1}\right) s\right\} \frac{1}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3} \\
& +\left(1-2 \gamma_{1}\right) s\left(\frac{1}{K^{3}} \sum_{i \neq j} k_{i}^{2} k_{j}^{4}+\frac{2}{K^{3}} \sum_{i>j} k_{i}^{3} k_{j}^{3}\right)-\left(2 \epsilon+\eta_{s F}+s\right) \\
& \left.\times\left\{\sum_{i} k_{i}^{3}+\sum_{i \neq j} k_{i} k_{j}^{2}+\sum_{i} k_{i}^{3} \operatorname{Re} \int_{0}^{\infty} d x_{K} \frac{e^{-i x_{K}}}{x_{K}}-\frac{1}{2}(\mathcal{M}+\text { perm. })\right\}\right], \text { (A. } \tag{A.5}
\end{align*}
$$

where $x_{K}=-K c_{s K} \tau$, and

$$
\mathcal{M}\left(k_{1}, k_{2}, k_{3}\right) \equiv-k_{1} \operatorname{Re}\left[\int_{0}^{\infty} d x_{1} \frac{1}{x_{1}}\left(k_{2}^{2}+k_{3}^{2}+i k_{2} k_{3} \frac{k_{2}+k_{3}}{k_{1}} x_{1}\right) e^{-i \frac{k_{2}+k_{3}}{k_{1}} x_{1}} \frac{d h^{*}\left(x_{1}\right)}{d x_{1}}\right] .
$$

(ii) $\int d t d^{3} x a \tilde{\mathcal{C}}_{2} M_{\mathrm{pl}}^{2} \mathcal{R}(\partial \mathcal{R})^{2}$

- (a) The correction from the variation of $\tilde{\mathcal{C}_{2}}$

$$
\begin{align*}
\Delta \mathcal{A}_{\mathcal{R}}^{(2)} \supset & -\left(\frac{1}{4 \epsilon_{s} F} \frac{1}{H} \frac{d \tilde{\mathcal{C}}_{2}^{\text {lead }}}{d t}\right)_{K}\left[\left(1-\gamma_{1}\right)\left(\frac{1}{2} \sum_{i} k_{i}^{3}-\frac{1}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3}\right)-\frac{1}{2} k_{1} k_{2} k_{3}\right. \\
& \left.+\frac{1-2 \gamma_{1}}{K} \sum_{i>j} k_{i}^{2} k_{j}^{2}+\frac{1}{2} \sum_{i \neq j} k_{i} k_{j}^{2}\right] . \tag{A.6}
\end{align*}
$$

- (b) The correction from the scale factor $a$

$$
\begin{gather*}
\Delta \mathcal{A}_{\mathcal{R}}^{(2)} \supset\left(\frac{\epsilon}{2 \epsilon_{s} F} \tilde{\mathcal{C}}_{2}^{\text {lead }}\right)_{K}[
\end{gather*} \gamma_{1}\left(\frac{1}{2} \sum_{i} k_{i}^{3}-\frac{1}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3}\right)+\frac{1}{2} k_{1} k_{2} k_{3} .
$$

- (c) The contribution from the correction to $u\left(0, k_{i}\right)$

$$
\begin{align*}
\Delta \mathcal{A}_{\mathcal{R}}^{(2)} \supset & -\left(\frac{1}{4 \epsilon_{s} F} \tilde{\mathcal{C}}_{2}^{\text {lead }}\right)_{K}\left[3\left(1+\gamma_{2}\right) \epsilon+\frac{3 \gamma_{2}}{2} \eta_{s F}+3\left(1+\frac{\gamma_{2}}{2}\right) s+\left(\epsilon+\frac{\eta_{s F}}{2}+\frac{s}{2}\right) \ln \frac{k_{1} k_{2} k_{3}}{K^{3}}\right] \\
& \times\left(\frac{1}{2} \sum_{i} k_{i}^{3}+\frac{2}{K} \sum_{i>j} k_{i}^{2} k_{j}^{2}-\frac{1}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3}\right) . \tag{A.8}
\end{align*}
$$

- (d) The contribution from the correction to $u^{*}\left(\tau, k_{i}\right)$
$\Delta \mathcal{A}_{\mathcal{R}}^{(2)}$ ว

$$
\begin{align*}
-\left(\frac{1}{8 \epsilon_{s} F} \mathcal{\mathcal { C }}_{2}^{\text {lead }}\right)_{K} & {\left[\left\{3 \gamma_{1} \epsilon+\frac{3}{2}\left(\gamma_{1}-1\right) \eta_{s F}+\frac{3}{2}\left(1+\gamma_{1}\right) s\right\} \sum_{i} k_{i}^{3}\right.} \\
& -3\left(\epsilon+\frac{\eta_{s F}}{2}+\frac{s}{2}\right) \sum_{i \neq j} k_{i} k_{j}^{2}+\left\{3 \epsilon+\frac{3}{2} \eta_{s F}+\left(\frac{5}{2}-2 \gamma_{1}\right) s\right\} k_{1} k_{2} k_{3} \\
& +\left\{6\left(1+2 \gamma_{1}\right) \epsilon-3\left(1-2 \gamma_{1}\right) \eta_{s F}+\left(5+6 \gamma_{1}\right) s\right\} \frac{1}{K} \sum_{i>j} k_{i}^{2} k_{j}^{2} \\
& -\left\{6 \gamma_{1} \epsilon+3\left(\gamma_{1}-1\right) \eta_{s F}+\left(1+6 \gamma_{1}\right) s\right\} \frac{1}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3}-\left(1+\gamma_{1}\right) s \frac{1}{K} \sum_{i} k_{i}^{4} \\
& \left.-\gamma_{1} s \frac{1}{K^{2}} \sum_{i \neq j} k_{i} k_{j}^{4}+\left(2 \epsilon+\eta_{s F}+s\right)(\mathcal{N}+\text { perm. })\right], \tag{A.9}
\end{align*}
$$

where
$\mathcal{N}\left(k_{1}, k_{2}, k_{3}\right) \equiv \frac{k_{1}}{2} \sum_{i} k_{i}^{2} \operatorname{Re}\left[\int_{0}^{\infty} d x_{1} \frac{1}{x_{1}^{2}} e^{-i x_{1} \frac{k_{2}+k_{3}}{k_{1}}}\left(-1-i \frac{k_{2}+k_{3}}{k_{1}} x_{1}+\frac{k_{2} k_{3}}{k_{1}^{2}} x_{1}^{2}\right) h^{*}\left(x_{1}\right)\right]$.
Note that the coefficient $\tilde{\mathcal{C}}_{2}^{\text {lead }}$ is related to $\tilde{\mathcal{C}}_{1}^{\text {lead }}$ via $\tilde{\mathcal{C}}_{2}^{\text {lead }}=-\left(c_{s}^{2} / 3\right) \tilde{\mathcal{C}}_{1}^{\text {lead }}$.
(iii) $\int d t d^{3} x a^{3} \tilde{\mathcal{C}}_{3} M_{\mathrm{pl}} \dot{\mathcal{R}}^{3}$

- (a) The correction from the variation of $\tilde{\mathcal{C}_{3}}$

$$
\begin{equation*}
\Delta \mathcal{A}_{\mathcal{R}}^{(3)} \supset\left(\frac{3\left(2 \gamma_{1}-3\right) c_{s}^{2}}{4 \epsilon_{s} F M_{\mathrm{pl}}} \frac{d \tilde{\mathcal{C}}_{3}^{\text {lead }}}{d t}\right)_{K} \frac{\left(k_{1} k_{2} k_{3}\right)^{2}}{K^{3}} . \tag{A.10}
\end{equation*}
$$

- (b) The correction from the scale factor $a$

$$
\begin{equation*}
\Delta \mathcal{A}_{\mathcal{R}}^{(3)} \supset\left(\frac{3\left(2 \gamma_{1}-1\right) c_{s}^{2} \epsilon H}{4 \epsilon_{s} F M_{\mathrm{pl}}} \tilde{\mathcal{C}}_{3}^{\text {lead }}\right)_{K} \frac{\left(k_{1} k_{2} k_{3}\right)^{2}}{K^{3}} . \tag{A.11}
\end{equation*}
$$

- (c) The contribution from the correction to $u\left(0, k_{i}\right)$

$$
\begin{align*}
\Delta \mathcal{A}_{\mathcal{R}}^{(3)} \supset-\left(\frac{3 H c_{s}^{2}}{2 \epsilon_{s} F M_{\mathrm{pl}}} \tilde{\mathcal{C}}_{3}^{\text {lead }}\right)_{K} & {\left[3\left(1+\gamma_{2}\right) \epsilon+\frac{3}{2} \gamma_{2} \eta_{s F}+3\left(1+\frac{\gamma_{2}}{2}\right) s\right.} \\
& \left.+\left(\epsilon+\frac{\eta_{s F}}{2}+\frac{s}{2}\right) \ln \frac{k_{1} k_{2} k_{3}}{K^{3}}\right] \frac{\left(k_{1} k_{2} k_{3}\right)^{2}}{K^{3}} . \tag{A.12}
\end{align*}
$$

- (d) The contribution from the correction to $\frac{d}{d \tau} u^{*}\left(\tau, k_{i}\right)$

$$
\begin{align*}
\Delta \mathcal{A}_{\mathcal{R}}^{(3)} \supset\left(\frac{3 H c_{s}^{2}}{4 \epsilon_{s} F M_{\mathrm{pl}}} \tilde{\mathcal{C}}_{3}^{\text {lead }}\right)_{K}[ & \left\{3\left(1-2 \gamma_{1}\right) \epsilon+3\left(\frac{3}{2}-\gamma_{1}\right) \eta_{s F}+\left(3 \gamma_{1}-\frac{17}{2}\right) s\right\} \frac{\left(k_{1} k_{2} k_{3}\right)^{2}}{K^{3}} \\
& \left.+\left(\epsilon+\frac{\eta_{s F}}{2}+\frac{s}{2}\right)\left\{\left(\frac{1}{K^{2}} \sum_{i \neq j} k_{i}^{2} k_{j}^{3}-\frac{2}{K} \sum_{i>j} k_{i}^{2} k_{j}^{2}\right)+\mathcal{U}\right\}\right] \tag{A.13}
\end{align*}
$$

where $\mathcal{U}$ is defined in eq. (3.51).

## B Expressions for $\mathcal{U}$ and $\mathcal{V}$

We evaluate the integrals $\mathcal{U}$ and $\mathcal{V}$ defined in eqs. (3.51) and (3.50) for general values of $r_{2}=k_{2} / k_{1}, r_{3}=k_{3} / k_{1}$, and in three different limits: local shapes ( $r_{3} \rightarrow 0, r_{2}=1$ ), equilateral ( $r_{3}=1, r_{2}=1$ ), and enfolded ( $r_{3} \rightarrow 1 / 2, r_{2} \rightarrow 1 / 2$ ) shapes. In doing so, we need to use the following relations

$$
\begin{align*}
h^{*}(x)= & 2 \sin (x)+[\sin (x)-x \cos (x)] \operatorname{Ci}(2 x)-[\cos (x)+x \sin (x)] \operatorname{Si}(2 x) \\
& +i\{2 \cos (x)+\pi \sin (x)-\pi x \cos (x)-[\cos (x)+x \sin (x)] \operatorname{Ci}(2 x) \\
& -[\sin (x)-x \cos (x)] \operatorname{Si}(2 x)\},  \tag{B.1}\\
\frac{d h^{*}(x)}{d x}= & \cos (x)-\sin (x) / x+x \sin (x) \operatorname{Ci}(2 x)-x \cos (x) \operatorname{Si}(2 x) \\
& +i[\pi x \sin (x)-\sin (x)-\cos (x) / x-x \cos (x) \operatorname{Ci}(2 x)-x \sin (x) \operatorname{Si}(2 x)] . \tag{B.2}
\end{align*}
$$

## The $\mathcal{U}$ integral

Let us first evaluate the integral $\mathcal{U}$. We employ a few different procedures of regularizations, but they lead to the same final results. One possibility is to solve directly the integral, as

$$
\begin{equation*}
\mathcal{U}=\int_{0}^{\infty} f_{\mathcal{U}}\left(x_{1}\right) d x_{1}+\text { perm. }=\lim _{y \rightarrow \infty} \int_{0}^{y} f_{\mathcal{U}}\left(x_{1}\right) d x_{1}+\text { perm. } \tag{B.3}
\end{equation*}
$$

where $f_{\mathcal{U}}$ is the integrand in eq. (3.51). We can either neglect the terms which rapidly oscillate around 0 , or we can, equivalently, shift $y$ in the complex domain for the oscillating terms like $e^{ \pm i k y} \rightarrow e^{ \pm i k \rho^{2}(1 \pm i / \rho)} \rightarrow 0$ (Method I). Another possible method (Method II) consists of solving the following limit

$$
\begin{equation*}
\mathcal{U}=\int_{0}^{\infty} f_{\mathcal{U}}\left(x_{1}\right) d x_{1}+\text { perm. }=\lim _{c \rightarrow 0} \int_{0}^{\infty} e^{-c x_{1}} f_{\mathcal{U}}\left(x_{1}\right) d x_{1}+\text { perm. } \tag{B.4}
\end{equation*}
$$

We need to check whether both methods lead to the same results, and we can - at least for some values of $r_{2}, r_{3}$ this proves to be possible - check the result against numerical integrations.

By employing the Method I mentioned above, the result of the integration is

$$
\begin{align*}
\mathcal{U}\left(r_{2}, r_{3}\right)= & k_{1}^{3}\left[\frac{4 r_{2}^{2} r_{3}^{3}\left(3 r_{2}^{2}-6 r_{2}+r_{3}^{2}+3\right)}{\left(r_{2}-r_{3}-1\right)^{3}\left(r_{2}+r_{3}-1\right)^{3}}-\frac{2 r_{2}^{2} r_{3}^{2}}{\left(r_{2}-r_{3}+1\right)^{3}}\right] \ln 2 \\
& +\frac{k_{1}^{3}}{\left(r_{2}+r_{3}+1\right)^{2}}\left\{\frac{\left[\left(r_{2}+1\right)^{3}-6 r_{3}^{2}\left(r_{2}+1\right)+r_{3}^{3}\right] r_{2}^{2}}{\left(r_{2}-r_{3}+1\right)^{2}}\right. \\
& +\frac{r_{3}^{2}\left[r_{2}^{3}+3 r_{3} r_{2}^{2}+3\left(r_{3}^{2}-2\right) r_{2}+r_{3}^{3}-6 r_{3}+1\right] r_{2}^{2}}{\left(r_{2}+r_{3}-1\right)^{2}} \\
& +\frac{r_{3}^{2}\left[r_{2}^{3}-6\left(r_{3}+1\right) r_{2}^{2}+\left(r_{3}+1\right)^{3}\right]}{\left(1-r_{2}+r_{3}\right)^{2}}+\frac{2 r_{3}^{2}\left(r_{2}+r_{3}+1\right)^{2} r_{2}^{2}}{\left(r_{2}-r_{3}+1\right)^{3}} \ln \left(\frac{r_{2}+r_{3}+1}{r_{3}}\right) \\
& \left.+\frac{2 r_{3}^{2}\left(r_{2}+r_{3}+1\right)^{2} r_{2}^{2}}{\left(1-r_{2}+r_{3}\right)^{3}} \ln \left(\frac{r_{2}+r_{3}+1}{r_{2}}\right)+\frac{2 r_{3}^{2}\left(r_{2}+r_{3}+1\right)^{2} r_{2}^{2}}{\left(r_{2}+r_{3}-1\right)^{3}} \ln \left(r_{2}+r_{3}+1\right)\right\} \tag{B.5}
\end{align*}
$$

where $\mathcal{U}\left(r_{1}, r_{2}\right)=\mathcal{U}\left(r_{2}, r_{1}\right)$, that is $\mathcal{U}$ is symmetric under the exchange $r_{1} \leftrightarrow r_{2}$.
Let us consider this general expression in several different cases. Some of these cases look - only apparently - singular: this behavior takes place as the triangle of the momenta $\boldsymbol{k}_{i}$ degenerates into a line.

- Equilateral case, $r_{2}=r_{3}=1$. In this case we find

$$
\begin{equation*}
\mathcal{U}(1,1)=\mathcal{U}_{\text {equil }}=[6 \ln (3 / 2)-1] k_{1}^{3} \approx 1.43279 k_{1}^{3} . \tag{B.6}
\end{equation*}
$$

Since there is no apparent singular behavior for $\mathcal{U}$, this result can also be confirmed numerically. ${ }^{6}$

- Local case, $r_{2}=1, r_{3} \rightarrow 0$ (or $r_{2} \rightarrow 0, r_{3}=1$ ). In this case, the limit exists and gives

$$
\begin{equation*}
\lim _{r_{3} \rightarrow 0} \mathcal{U}\left(1, r_{3}\right)=\mathcal{U}_{\text {local }}=\frac{1}{2} k_{1}^{3} . \tag{B.7}
\end{equation*}
$$

The result in the local case matches with that derived by Chen et al. [56].

- Singular line, $r_{3}=\lim _{\epsilon \rightarrow 0}\left(1-r_{2}+\epsilon\right)$, with $0<r_{2}<1$. In this case we find

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \mathcal{U}=\frac{r_{2}\left\{\left(r_{2}-1\right) r_{2}\left[20\left(r_{2}-1\right) r_{2}+9\right]+6\right\}\left(r_{2}-1\right)-6\left(r_{2}-1\right)^{3} \ln \left(1-r_{2}\right)+6 r_{2}^{3} \ln r_{2}}{24\left(r_{2}-1\right) r_{2}} k_{1}^{3} . \tag{B.8}
\end{equation*}
$$

The limits $r_{2} \rightarrow 0,1$ give again the local result, as expected.

[^4]- Enfolded case, $r_{2}=1 / 2, r_{3}=\lim _{\epsilon \rightarrow 0}(1 / 2+\epsilon)$. This is a particular case of the previous one. Then we find

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \mathcal{U}=\mathcal{U}_{\text {enfold }}=\frac{1}{24}(5+6 \ln 2) k_{1}^{3} \approx 0.38162 k_{1}^{3} . \tag{B.9}
\end{equation*}
$$

- Singular line, $r_{3}=\lim _{\epsilon \rightarrow 0}\left(r_{2}-1+\epsilon\right)$, with $r_{2}>1$. In this case we obtain

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \mathcal{U}=\frac{\left(r_{2}-1\right)\left\{r_{2}\left[r_{2}\left(6 r_{2}^{2}-9 r_{2}+29\right)-40\right]+20\right\}+6 r_{2}^{3}\left[\left(r_{2}-1\right)^{3} \ln \left(\frac{r_{2}}{r_{2}-1}\right)+\ln r_{2}\right]}{24\left(r_{2}-1\right) r_{2}} k_{1}^{3} \tag{B.10}
\end{equation*}
$$

In the limit $r_{2} \rightarrow 1^{+}$, this reproduces the local limit result, as expected.

- Singular line, $r_{3}=\lim _{\epsilon \rightarrow 0}\left(1+r_{2}-\epsilon\right)$. In this case we find

$$
\begin{align*}
& \lim _{\epsilon \rightarrow 0} \mathcal{U}= \\
& \frac{r_{2}\left\{r_{2}\left\{r_{2}\left[3 r_{2}\left(2 r_{2}+5\right)+38\right]+15\right\}+6\right\}+6 r_{2}^{3}\left(r_{2}+1\right)^{3} \ln \left(\frac{1}{r_{2}}+1\right)+6\left(r_{2}+1\right)^{3} \ln \left(r_{2}+1\right)}{24 r_{2}\left(r_{2}+1\right)} k_{1}^{3}, \tag{B.11}
\end{align*}
$$

which recovers the local limit as $r_{2}=\epsilon \rightarrow 0$.

Therefore, we have shown that the physical limits are all finite.

## The $\mathcal{V}$ integral

The next step is to compute the integral (3.50). It is convenient to solve the integral by studying the limit

$$
\begin{equation*}
\mathcal{V}=\lim _{\varepsilon \rightarrow 0} \lim _{y \rightarrow \infty} \int_{\varepsilon}^{y} f_{\mathcal{V}}\left(x_{1}\right) d x_{1}+\text { perm } \tag{B.12}
\end{equation*}
$$

where $f_{\mathcal{V}}$ is the integrand in eq. (3.50). As for the $y \rightarrow \infty$ limit, we set the rapidly oscillating functions to vanish by regularizing $e^{ \pm i k y}$ as in the Method I of the integral $\mathcal{U}$. After taking
the limit $\varepsilon \rightarrow 0$, we finally obtain
$\mathcal{V}=$

$$
\begin{align*}
& \frac{k_{1}^{3}}{3\left(r_{2}-r_{3}-1\right)\left(r_{2}+r_{3}-1\right)\left(r_{2}+r_{3}+1\right)}\left[3 r_{2}^{6}+6 r_{3} r_{2}^{5}+r_{2}^{4}\left(r_{3}^{2}-9 r_{3}-3\right)\right. \\
& +r_{3} r_{2}^{3}\left(6 r_{3}^{2}-13 r_{3}+3\right)+3 r_{3}^{4} r_{2}^{2}+3-15 r_{3}^{3} r_{2}^{2}-4 r_{3}^{2} r_{2}^{2}+3 r_{2}^{2}\left(r_{3}-1\right) \\
& \left.-12 r_{3}^{5}\left(r_{2}+1\right)-r_{2} r_{3}\left(19 r_{3}^{3}+15 r_{3}^{2}+13 r_{3}+9\right)-7 r_{3}^{6}+3 r_{3}^{4}+6 r_{3}^{3}+r_{3}^{2}+6 r_{3}\right] \\
& +\frac{k_{1}^{3}}{6\left(r_{2}-r_{3}+1\right)\left(r_{2}+r_{3}+1\right)}\left(7 r_{2}^{5}+5 r_{3} r_{2}^{4}+19 r_{2}^{4}-6 r_{3}^{2} r_{2}^{3}+5 r_{3} r_{2}^{3}+14 r_{2}^{3}-6 r_{3}^{3} r_{2}^{2}+6 r_{3}^{2} r_{2}^{2}\right. \\
& \left.+4 r_{3} r_{2}^{2}+14 r_{2}^{2}-r_{3}^{3} r_{2}+6 r_{3}^{2} r_{2}+5 r_{3} r_{2}+19 r_{2}+r_{3}^{5}-r_{3}^{4}-6 r_{3}^{3}-6 r_{3}^{2}+5 r_{3}+7-r_{3}^{4} r_{2}\right) \\
& -\frac{k_{1}^{3} \ln 2}{3\left(r_{2}-r_{3}-1\right)^{2}\left(r_{2}+r_{3}-1\right)^{2}} r_{3}^{3}\left(5 r_{2}^{4}-20 r_{2}^{3}-6 r_{3}^{2} r_{2}^{2}+22 r_{2}^{2}+4 r_{3}^{2} r_{2}-20 r_{2}+r_{3}^{4}-6 r_{3}^{2}+5\right) \\
& +\frac{k_{1}^{3} \ln \left(r_{2}+r_{3}+1\right)}{6\left(r_{2}+r_{3}-1\right)^{2}}\left(r_{2}^{5}+2 r_{3} r_{2}^{4}-2 r_{2}^{4}-3 r_{3}^{2} r_{2}^{3}-2 r_{3} r_{2}^{3}-3 r_{2}^{3}-3 r_{3}^{3} r_{2}^{2}+8 r_{3}^{2} r_{2}^{2}-8 r_{3} r_{2}^{2}+3 r_{2}^{2}\right. \\
& \left.+2 r_{3}^{4} r_{2}-2 r_{3}^{3} r_{2}-8 r_{3}^{2} r_{2}-2 r_{3} r_{2}+2 r_{2}+r_{3}^{5}-2 r_{3}^{4}-3 r_{3}^{3}+3 r_{3}^{2}+2 r_{3}-1\right) \\
& -\frac{k_{1}^{3} \ln \left(\frac{r_{2}+r_{3}+1}{r_{2}}\right)}{6\left(r_{2}-r_{3}-1\right)^{2}}\left(r_{2}^{5}-2 r_{3} r_{2}^{4}-2 r_{2}^{4}-3 r_{3}^{2} r_{2}^{3}+2 r_{3} r_{2}^{3}-3 r_{2}^{3}+3 r_{3}^{3} r_{2}^{2}+8 r_{3}^{2} r_{2}^{2}+8 r_{3} r_{2}^{2}+3 r_{2}^{2}\right. \\
& \left.+2 r_{3}^{4} r_{2}+2 r_{3}^{3} r_{2}-8 r_{3}^{2} r_{2}+2 r_{3} r_{2}+2 r_{2}-r_{3}^{5}-2 r_{3}^{4}+3 r_{3}^{3}+3 r_{3}^{2}-2 r_{3}-1\right) \\
& \\
& +\frac{k_{1}^{3} \ln \left(\frac{r_{2}+r_{3}+1}{2 r_{3}}\right)}{6\left(r_{2}-r_{3}+1\right)^{2}}\left(r_{2}^{5}-2 r_{3} r_{2}^{4}+2 r_{2}^{4}-3 r_{3}^{2} r_{2}^{3}-2 r_{3} r_{2}^{3}-3 r_{2}^{3}+3 r_{3}^{3} r_{2}^{2}-8 r_{3}^{2} r_{2}^{2}+8 r_{3} r_{2}^{2}-3 r_{2}^{2}\right.  \tag{B.13}\\
& \left.+2 r_{3}^{4} r_{2}-2 r_{3}^{3} r_{2}-8 r_{3}^{2} r_{2}-2 r_{3} r_{2}+2 r_{2}-r_{3}^{5}+2 r_{3}^{4}+3 r_{3}^{3}-3 r_{3}^{2}-2 r_{3}+1\right)
\end{align*} \quad \text { (B.13)} \text {, }
$$

where $\mathcal{V}\left(r_{1}, r_{2}\right)=\mathcal{V}\left(r_{2}, r_{1}\right)$. Let us now analyze this expression, on the lines/points of physical interest.

- Equilateral case, $r_{2}=r_{3}=1$. In this case we find

$$
\begin{equation*}
\mathcal{V}(1,1)=\mathcal{V}_{\text {equil }}=\frac{15}{2}[2+\ln (2 / 3)] k_{1}^{3} \approx 11.959 k_{1}^{3} \tag{B.14}
\end{equation*}
$$

- Local case, $r_{2}=1, r_{3} \rightarrow 0$ (or $r_{2} \rightarrow 0, r_{3}=1$ ). In this case, the limit exists and gives

$$
\begin{equation*}
\lim _{r_{3} \rightarrow 0^{+}} \mathcal{V}\left(1, r_{3}\right)=\mathcal{V}_{\text {local }}=\frac{20}{3} k_{1}^{3} \tag{B.15}
\end{equation*}
$$

where this value of $\mathcal{V}_{\text {local }}$ matches with the one derived by Chen et al. [56].

- Singular line, $r_{3}=\lim _{\epsilon \rightarrow 0}\left(1-r_{2}+\epsilon\right)$, with $0<r_{2}<1$. In this case we obtain

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \mathcal{V}=\frac{\left\{\left(r_{2}-1\right) r_{2}\left[11\left(r_{2}-1\right) r_{2}-105\right]-86\right\} r_{2}\left(1-r_{2}\right)+6\left(r_{2}-1\right)^{3} \ln \left(1-r_{2}\right)-6 r_{2}^{3} \ln r_{2}}{12\left(r_{2}-1\right) r_{2}} k_{1}^{3} \tag{B.16}
\end{equation*}
$$

The limits $r_{2} \rightarrow 0,1$ again give the result (B.15).

- Enfolded case, $r_{2}=1 / 2, r_{3}=\lim _{\epsilon \rightarrow 0}(1 / 2+\epsilon)$. This is a particular case of the previous one. Then we find

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \mathcal{V}=\mathcal{V}_{\text {enfold }}=\left(\frac{315}{64}-\frac{1}{2} \ln 2\right) k_{1}^{3} \approx 4.5753 k_{1}^{3} \tag{B.17}
\end{equation*}
$$

- Singular line, $r_{3}=\lim _{\epsilon \rightarrow 0}\left(r_{2}-1+\epsilon\right)$, with $r_{2}>1$. In this case we find

$$
\begin{align*}
& \lim _{\epsilon \rightarrow 0} \mathcal{V}= \\
& \frac{\left(r_{2}-1\right)\left[\left\{r_{2}\left[r_{2}\left(86 r_{2}-105\right)+94\right]+22\right\} r_{2}-6\left(r_{2}-1\right)^{2} r_{2}^{3} \ln \left(\frac{r_{2}}{r_{2}-1}\right)-11\right]-6 r_{2}^{3} \ln r_{2}}{12\left(r_{2}-1\right) r_{2}} k_{1}^{3} . \tag{B.18}
\end{align*}
$$

Taking the limit $r_{2} \rightarrow 1^{+}$, we recover the result (B.15).

- Singular line, $r_{3}=\lim _{\epsilon \rightarrow 0}\left(1+r_{2}-\epsilon\right)$. In this case we obtain

$$
\begin{align*}
& \lim _{\epsilon \rightarrow 0} \mathcal{V}= \\
& \frac{r_{2}\left(r_{2}\left\{r_{2}\left[r_{2}\left(86 r_{2}+239\right)+295\right]+239\right\}+86\right)-6 r_{2}^{3}\left(r_{2}+1\right)^{3} \ln \left(\frac{1}{r_{2}}+1\right)-6\left(r_{2}+1\right)^{3} \ln \left(r_{2}+1\right)}{12 r_{2}\left(r_{2}+1\right)} k_{1}^{3}, \tag{B.19}
\end{align*}
$$

which again reproduces the value (B.15) as $r_{2}=\epsilon \rightarrow 0$.
Therefore, the integral $\mathcal{V}$ remains finite in the physical parameter space of $r_{2}$ and $r_{3}$.
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[^0]:    ${ }^{1}$ If the decaying mode is non-negligible relative to the growing mode, the Maldacena's consistency relation can be violated [48, 49].
    ${ }^{2}$ In the effective field theory of inflation (which allows the equations of motion higher than second order), a similar approach was taken by Cheung et al. [50] to show that the Maldacena's consistency relation holds in the squeezed limit. While the authors in this paper mainly focused on the local shape, we derive the full bispectrum in the Horndeski's theory which can be used for any shape of non-Gaussianities.

[^1]:    ${ }^{3}$ Note that in ref. [12] the term $\mathcal{R}^{2}$ is present in the expression of $\mathcal{F}_{1}$, which gives rise to the first-order contribution $\eta_{s}$. We absorb this term to other coefficients, so that the field definition in ref. [12] is unnecessary.

[^2]:    ${ }^{4}$ At the point $k_{1}=k$ and $k_{2} \rightarrow k_{3}=k / 2$, the equilateral shape gives no contribution. However, the contribution from the orthogonal shape will be of the same order of the enfolded one, since, by definition, in this case we have $f_{\mathrm{NL}}^{\text {ortho }} \rightarrow-2 f_{\mathrm{NL}}^{\text {enfold }}$.

[^3]:    ${ }^{5}$ In the framework of the effective field theory the Lagrangian is valid at the energy scale of inflation, but some higher dimensional operators can appear during the reheating stage. There may be a possibility that the Laplacian instability can be avoided by such operators.

[^4]:    ${ }^{6}$ Mathematica, working in high precision, returns this same numerical value. The same value can also be found by applying the Method II mentioned above.

