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ABSTRACT

This thesis presents the study of Faddeev-Jackiw formalism on the generalized
of Proca field. Purpose of this work is to calculate degree of freedom and to check that
the number of degrees of freedom is as epected. An important point is that Lagrangian
density of the system is written in first order form. Procedures for this work are canonical
momenta, canonical 1-form, symplectic two-form, constraint calculation and inverse of
the symplectic 2-form calculation, respectively. According to flowing steps, the degrees

of freedom of the system equals to three.



CHAPTER 1

INTRODUCTION

1.1 Background and motivation

Scientists try to explain the Universe [|I] from the beginning era to the present
age. The early Universe is called inflation and at the present is called late time accelerated

expansion of the Universe [2]

At the present, there are various models for discussion the late time accelerated
expansion of the Universe . In particular we are interested in two models which are

Generalized of Proca field [3], and cosmology in case of two barotropic fluids [4].

This work will explore some aspects of the two models. Firstly, for the general-
ized of Proca field is a constrained system. It is expected to have three degrees of freedom
[3]. There are many kinds of methodology to study and to confirm the degrees of freedom
of constrained systems for example Dirac formalism [3], and Faddeev-Jackiw formalism
[6]. Starting from the first, the Dirac formalism is a method used for constrained systems
[5]. We are interested in calculating the number of degrees of freedom of the system.
The calculation involves reclassifying all of constraints of the system. In case of there
are many constraints and complicated constraints, this process may be complicated and
inconvenient. The second is the Faddeev-Jackiw formalism [6] which is also a technique
used for a constrained system. If we want to find the degrees of freedom number of the
system, one can use the constraints of the system to directly calculate the number. The

Faddeev-jackiw formalism is more easier than the Dirac formalism [[7] [8] [9].



This work, we use Faddeev-Jackiw formalism on the generalized of Proca field
[L0]. The reasons that we select this formalism are the generalized of Proca field [3] is
a constrained system, Lagrangian density form of the system is too complicated and this

formalism is applied on the Proca field [[7] [8] [9].

The second model is cosmology in case of two barotropic fluids. In this model
we apply by non-linear Schrodinger-type formalism. We want to connect the Ermakov-
Pinney equation []11] and the Friedmann equation to study some events of the Universe
in the context of cosmology, which is called non-linear Schrodinger equation (NLS) with

two barotropic fluids [4].

1.2 Objectives

The aim of this work is to study the generalized of Proca field by using the

Faddeev-Jackiw formalism and NLS of scalar field cosmology.

1.3 Frameworks

Scope of this work is to study the generalized of Proca field with derivative

self-interactions from L, to L5 [3] and NLS of scalar field with 2-barotropic fluids.



CHAPTER 11

THEORIES AND TOOLS

2.1 Classical Mechanics
2.1.1 Lagrangian Formalism in Classical Mechanics

Considering a point particle in d dimensional spaces, action of this system is

given by

to .
5:/ dtL(T.§,1), @.1)

t1

where L(q, 7 t) is Lagrangian of the system, that can be extended as

L<q‘; q;‘? t) = L(ql7 q27 ) qd7 ql7 q27 qd7 ) t)' (2'2)

where ¢'is coordinate, and J is velocity of the system. Equations of motion can be written

as
d /0L oL
—( ,.)— - 2.3)
dt \ 0¢g* 0q
where i runs for 1, ..., d. The equation (2.3) is called Euler-Lagrange equation.
2.1.2 Hamiltonian Formalism in Classical Mechanics
Hamiltonian formalism is defined by using Legendre transformation as
H(p,Gt) =9 - L(7.4.1). (2.4)
In this context, p is conjugate momentum which reads
oL
= —. 2.5
Pi = 5 (2.5)
Considering the equation (@), the equations of motion are written as
» o0H
ro= 2.6
) oH

oq'’



Phase space function in d dimensional spaces of the system is g(p, ¢, t), time

derivative of g is in the form of

dg _ 9y 0gdq _dydp
dt Ot Ogdt Opdt
dg d dg - 0g .
ot +;<6qlq +8pip) (2.8)

We are interested in the case in which the phase space functions are not explicit functions

of time. Therefore the equation (2.§) becomes

d

dg dg - 9Jg .
“ - ; (8_(fq v apipi) 2.9)

Substituting the equation (2.6) and (2.7) into the equation (2.8), one can see that

dg <~ /0g0H 09 0H

— = E - — — —— ). 2.10

dt — <8qZ Jp;  Op; 8q2) (2.10)

The right hand side of the equation (2.10) is Poisson bracket,
d
0g OH 0g OH
H} = E - ], 2.11

tg. 7} <8q’ dp;  Op; 8611) (&10)

i=1
Considering the equation (.11)), the meaning of the Poisson bracket between the the
phase space function g and the Hamiltonian H is time derivative of the phase space
function. Using the Poisson bracket relation to calculate the Poisson bracket between

hase space function g with the phase space variable ¢‘, and p; respectively, one can see
p Y g p P P Yy

that
d . .
i 99 9¢" 09 9¢’
lo.d} = ;<aqjapj apjaqj)
dg
= — 2.12
5 @12)
and
d
_ Og Op; _ 99 Op;
= @ (2.13)

ogi’



In generally, the Poisson bracket between phase space variables ¢ and p is in the form of

~\0q* Op,  Opr 0"
= 1 (2.14)

Won) = 3 (% 9L 00

2.2 Classical Field
2.2.1 Lagrangian Formalism in Classical Field

Considering a field ¢*(t, Z), the action in d-dimensional space time is written

as

S = / d™x L9, 0,0"), (2.15)

where L£(¢%, 0,¢) is Lagrangian density. In this context, a is a label, which runs for
1,...,N, p is space-time index, p = 0,1,2....d, and z*=(t,z', 2%, ..., 2%). From the

equation (2.19), the is in the form of

L(t) = / dzL(¢", 0,0"). (2.16)
The equation of motion can be written as
oL oL
a“(a(a,@a))_agba —0 (2.17)
The equation (2.17) is called Euler-Lagrange equation.
2.2.2 Hamiltonian Formalism in Classical Field
The Hamiltonian can be written as
H= /dde, (2.18)

where H is Hamiltonian density . From the section is stated that the Hamiltonian

density is defined by using the Legendre transformation as

N
H=> M,¢" L, (2.19)
a=1



where 11, is defined as conjugate momentum of the field ¢°, which is calculated as

I, = or (2.20)
dge

Letting GG and F’ are phase space function, which read in the form of

G = G(¢a7 ]‘_‘[GJt)?

F = F(¢%1,,1). (2.21)

Likewise, the Poisson bracket between the phase space function and the Hamil-
tonian in classical mechanics is shown in the equation (2.10). If we are interested in the

classical field, it is written as

N 6G:z? SH  6G(7) oH
el Z/ TN o (7)o, o1 () 5¢a(z))' (2.22)

The Poisson bracket between the phase space function and phase space variable are pre-

sented in the equation (2.12)) and (2.13). In classical field, the Poisson bracket relations

are in the form

e - &R )
_ _;i((?)’ (2.23)
and
o - [0 00 a10)
- ggb((;) (2.24)

where a, b are labels of the phase space variables.

In generally, the Poisson bracket between the phase space function GG and F' is

in the form of




2.3 Tools

In this thesis, we use various mathematics techniques. Examples of the tech-

niques are Dirac delta function, differential form and differential equation.

2.3.1 Dirac delta function

We use the Dirac delta function for canonical momenta calculating in the pro-
cess of Faddeev-Jackiw formalism. The Dirac delta function §(x) is not a function. For
example, the Dirac delta function at any point except x = 0 equals to zero, and the Dirac
delta function at x = 0 equals to infinity as

0, if  x#0

o(2) = { . (2.26)

0, if =0

Properties of the Dirac delta function with integration can be written as

/ @)z =1 2.27)
and

/ Z F@)(@)de = F(0). (2.28)
In case of the spike moves from = — 0 to point a, the equation (£.26), (E27) and (228)

becomes
5o —a) = {Zo ff i (2.29)
/ T —a)dr = 1 (2.30)
/ T @) —a)de = f(a) 231)

If we consider the Dirac delta function in d-dimensional spaces, the Dirac delta function

1S written as

6UZ) = 6(21)d(x), ..., 6(q). (2.32)



In d-dimensional spaces, the equation (2.30) and (2.31)) become

/ 64 Z)0N ) =1 (2.33)

and

/ F@)OUE — 70)64F) = £(0). (2.34)

In this work, we interested in case of Dirac delta function integration. Especially,
in the canonical 1-form momenta calculation of Faddeev-Jackiw formalism. Example

calculation for this work is

/Wo(x)(S(x —2")d*z = 7°(2). (2.35)

2.3.2 Differential form

In this section we use differential form by applying with wedge product, interior

product and exterior derivative. Firstly, we will start to explain the differential forms.

In a coordinate basis, a differential p-form is written as

1 . .
Wip) = Hwh...ipdx“ A--edx'®, (2.36)

where A is wedge product. The wedge product between p-form and ¢-form can be written

as

1 . . . .
) A B = ]Tq,ailmipﬁjl...jqu“ A ANdx™ ANdx?t A - Adatr. (2.37)

The property of the wedge product is similar to cross product as

ap) A B = (=17 Bg) A ). (2.38)

For this work, we usually consider 1-form and 2-form in the process of Faddeev-Jackiw

formalism. For example, one can see the 1-form and the 2-form in the process of the



canonical 1-form and the symplectic 2-form respectively as

A = /d3x [AAO5A0(Z‘) + An,0Ai(z) + Aa bv(x)|, (2.39)
F o= / | — (Fmol) A 6Ao()) + (97, A 5A(2))

—  (omo(z) A 57(x))} . (2.40)

The form of the equation (2.39) is called canonical 1-form, and the equation (2.40) is

called symplectic 2-form, which is the wadge product between 1-form.

We use the wedge product between 1-form in the process Faddeev-Jackiw for-
malism. That process is the symplectic 2-form calculation Next, we use interior prod-
uct in the process of Faddeev-Jackiw formalism, that processes are contraction with the
symplectic 2-form and constraint calculation of the system.the definition of the interior

product is in the form of
i,DP — D! (2.41)

where i, is interior product operator, D? is differential p forms. Considering the equation
(2.41)), After using the exterior derivative operation, it can be reduce the order of the
differential form of the process. Example of the interior product with the symplectic

2-form is written as
i, F = /d%[(—zm&Ao + 2806m0) + (275 A; — 2 0m;) + (—2™ 6y + 276m). (2.42)

Finally, we use exterior derivative in the process of Faddeev-Jackiw formalism, that pro-
cesses use for calculating of the symplectic 2-form and constraint. The definition of the

exterior derivative reads
SDP — Drt1 (2.43)

where ¢ is exterior derivative operator. After using the exterior derivative operation, it

can be increase the order of the differential form of the process. Example of the exterior
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derivative in this work is written as

5L, = / 5o —%mi — m(0,A) — %m2AMA“ _le L Fi]da
5£v - / [ —7Tz‘(57'('i — (8ZA0)57T’ — 71(82(5140)
m?A*S A, — FY(0;0A;)]dx. (2.44)

2.3.3 Linear Ordinary Differential equation and Non-Linear Ordinary Dif-

ferential equation

Ordinary differential equation (ODE) is differential equation when the deriva-
tive dy/dx, d*y/dx?, ... are total derivative namely, the solution y = y(z) is only depend
on one variable. The term linear is means that taking ordinary derivative is a operator
(£). An ODE is called linear if the operator £ satisfy linear operator. Considering linear

functions ¢(x) and (), the functions are able to write down as linear combination
U(x) =ap(z)+ by (2.45)

where a and b are constant coefficients. Taking operator £ to (2.43), the operator is linear

(in general) when one satisfy
LVY(x) = alp(z) + LY. (2.46)

For example first order derivative, £ = d/dz, linear operator satisfy

dlapla) +by) _ dp  di

U(x) = = 2.47
LU (z) dz dz dz 247)
Thus, linear ODE appear as linear operator equation

LY =F (2.48)

where 1) is general solution, F' is a known function, and L is a linear combination of
derivative operating on . If F' = 0 called homogeneous, F' # ( called in-homogeneous.
For example, if F'(x), G(z), and P(z) are continuous function, linear differential opera-

tor is taken to the form £ = d?/dz* + F(x)dy/dx + G(z). (Second order) Differential
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equation is given by

d? d
5+ F(o)22 + Gla)y = Pla), (2.49)

where y are general solutions. In this case, we denote 3" is defined as d?y/dz? and v/ is
also written as dy/dx. Examples of the linear and non-linear differential equation are in

the form of

' +xy +2%y = e ", (2.50)

y' +2y = 0, (2.51)

Note, according to linear relation, combination of general solutions y still solution of

differential equation.

If operator £’ does not satisfy linear relation eq.(2.46). We will say that this is

non-linear differential equation. For example,
y'y+y +ay=0, (2.52)

is a non-linear differential equation because the first term y”y is not follow the linear

relation (2.44).

2.4 Basic cosmology

According to general relativity context, gravity can be described as curvature
of spacetime influenced by matter as a source. Albert Einstein proposed a set of 10

independent equations which is known as Finstein field equation,

1 8rG
G;w = R,uu - _g;wR = W_Tuw (253)

2 ct
where £, v run over 0,1,2,3 in 4-dimensional spacetime. Th quantity G, is called Ein-
stein tensor. The LHS of equation (2.53) represents curvature of spacetime and RHS
of (2.53) describes source (mass) of matter. The quantity T, is called energy momen-

tum tensor. Einstein tensor G, in According to eq.(2.53) can be constructed from Ricci
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tensor R,
Ry, = 0\, — 0,0, + T30, — 0, T (2.54)

ApT pv vp

where I, is Christoffel symbol,
P 1 oo
F;w = 59 (a,ugucr + aug,uo - aag,uv)a (255)

Ricci scalar R,

R=g¢"R,,, (2.56)
and metric tensor, g,,, which is dynamical variable of theory.
For large-scale, the universe can be described as being homogeneous and isotropic.

This is called cosmological principle. The line element which corresponds to the cosmol-

ogy of expanding universe is Friedmann-Lemaitre-Roberson-Walker (FLRW) metric,

ds* = guwdatda” (2.57)
2
= —cAdt* +a(t)? ( ot r2d6* + r2sin29dq§2) , (2.58)
— kr
where a(t) is a scale factor, k is k = —1,0, 1 corresponding to open, flat, and closed

universe respectively. In this case, non zero FLRW metric element are

(l2

goo=—1, gu = 1— 2 G922 = a’r?, 933 = a2r2sin2q§. (2.59)

Using FLRW metric tensor one can compute all non zero component of Christoffel sym-

bols I'?

pv?

Ricci tensor, R,,,,, Ricci scalar, R. The RHS of (2.53) corresponds to energy

mz

momentum tensor which satisfy to cosmological principle is perfect fluid,

p
T, = (p + c_2> Uy Uy + PG (2.60)

where u, = (—c¢,0,0,0) is a four-velocity, p is energy density, and p is pressure of the

fluid. Hence using FLRW metric (2.58) and perfect fluid (2.60), the Einstein equation
(2.53) gives

oo (p+sl) 2.61)

c? c?
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and

a a’ kc? AnG
@ o&  gre 4G 2 2.62
a a? a? 2 (= pe) (2.62)

Substituting equation (2.61)) into (2.61]), we have Friedmann equation
(2.63)

where Hubble parameter H = a/a, and k* = 87 is constant. Now we have two
equations, (2.63), (2.61)) but we have three variable, a, p, p. We need more equation
to solve the solution. Let us consider conservation law of energy, time component of

covariant derivative of energy momentum,

v, T" =0 (2.64)
or
v, [(p + %) wu o+ pg“”] —0. (2.65)
c
Time component solution is given by
,O+3H<p+£>:0 (2.66)
2 : .

But the fluid equation eq.(2.66) is a consequence from Friendmann equation (2.63) and
acceleration equation (2.61]). This is means that the fluid equation is not independent to
Friemann and acceleration equation. Hence, we need to search for more equation which
relates energy density and pressure. So, the related equation between p and p is equation
of state,

p = wpc?, (2.67)

where w is equation of state parameter. We may classify the ingredients which are con-

tained in the universe as follows

1. Non-relativistic matters or dust have w = 0 (pressureles matter)

2. Relativistic matters or radiation have w = 1/3
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3. Dark energy driving accelerating expansion.

Now we assume the homogeneous and isotropic universe, and energy momentum which
correspond to cosmological principle is perfect fluid. According to Friedmann equation

(2.63), the energy density is total energy density namely

Prot = Pm T Pr + Pde; (2.68)

where p,,, pr, pae are energy density of mater, radiation and dark energy respectively.
If we add other ingredient to model for example scalar field, holographic dark energy,

barotropic fluid it will appear on the Friedmann equation.

According to observation, the universe does not only expand but also acceler-
ately expand by observing red shift. Let us consider equation (2.61)). By using equation

of state (2.67), acceleration expansion gives condition

o
2 T (1+3w)p >0, (2.69)
a C
or
1
we -2 (2.70)

It means that some mysterious matter driving the accelerated expansion which is called
dark energy have equation of state parameter less than —1/3, or one have negative pres-
sure. There are many dark energy model but one candidate of dark energy is cosmological
constant, A, which proposed by Albert Einstein. The equation of state parameter of cos-
mological constant is —1. In addition, interpretation of cosmological constant is vacuum
energy. But, there is inconsistency between energy density of cosmological constant and
quantum field vacuum energy density. This problems is known as cosmological con-
stant problem. Now, the origin of dark energy is still unknown. There are many theories
in order to solve the problem, one of the theories is modified gravity theories. As part
of this thesis, we are interested in scalar-tensor theory which represent scalar field as a

source of dark energy. The simplest scalar-tensor theory is called quintessence model.
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Moreover, we are interested in two-barotropic fluid as a ingredient of the model. Finally,
we are able to rearrange Friedmann and acceleration equation as non-linear schrodinger

type formalism, the exact solutions are studied.



CHAPTER 1II

DIRAC & FADDEEV-JACKIW FORMALISM
AND APPLICATION ON EM & PROCA FIELD

3.1 Dirac Formalism

Dirac formalism [|12] is a technique use for studying constrained system. The
aim of Dirac formalism is to find types of constraints and numbers of the degrees of
freedom. If the system is a constrained system, there are at lease one constraint, that
is primary constraint. In this context, constraints mean relation between phase space
variables. Especially, the constrained equations have to write with out time derivative
terms of the phase space variables of the system. In case of the first constraint we met,
the primary constraint [|13], it comes from the conjugate momentum calculation of the
system, which is a phase space relation form. Next step is to check that there are others
constraints by using Poisson bracket between the primary constraint and the Hamiltonian

of the system. That process is time evolution of the primary constraint.

If the Poisson bracket between the primary constraint and the Hamiltonian equals
to zero, it presents that the time evolution of the primary constraint remains on the con-
straint surface. On the other hand, if the result is non-zero, that result is defined as a

secondary constraint.

To continue the process of finding other constraints by using the time evolution
of the constraint, if it is non-zero, it presents next order of the new constraint in the name

of tertiary constraint, quaternary constraint, quinary constraint, etc.
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- .

Conjugate momentum calculation

LConstraint = Primary constraint = QIJ
I}

, ZaY :
| — I {Ql'.\ H} = QZ |
‘ {Ql’ H} =0 ‘ Lsﬂecondary constraint = ()

' {0, H} = O
L{921 H} = UHTer‘ciaryconstra‘nt'—) 0y J
Y

e}

:

Figure 1 Dirac process

If it equals to zero, it presents that the constraint is on the constraint surface.
After finishing the time evolution calculation of the constraints, next step is constraint
reclassification by using Poisson bracket between all of constraints. If the Poisson bracket
between all of the constraints equal to zero, it shows that all of the constraints are first-
class constraints. On the other hand, if the Poisson bracket between the any constraints
is non-zero, it means that any constraints are second-class constraints. After finding the
constraints of the system, and reclassifying all of constraints, Finally to calculate number
degrees of the freedom of the system, which is a purpose of the Dirac formalism by using

the formula [|10] as
nps — 2711 — 2’]12

DOF =
O 5 ,

3.1)

where, npg is number of the phase space variables, n; is number of the first-class con-

straints and n, is number of the second-class constraints.

Dirac Formalism [[12] is a well known technique used for constrained systems,

the Lagrangian density is in the form of

L(¢a(2), 8uta()), (3.2)
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where a = 1,2, --- , N. If the determinant of the Hessian
0%L
aéaag‘bb

is zero, then the system is a constrained system.

(3.3)

Starting from the Lagrangian density of the constrained system £ (¢, (), 0,04 (2)),

one defines conjugate momenta as

o
9.

a

T (3.4)

Another way to check a constrained system or an unconstrained system is proved
by conjugate momenta of the system. From equation (B.4), If one can write ¢, in terms
of ¢, and 7%, it presents that this system is not a constrained system. On the other hand, if
the system is a constrained system, one can get primary constraint of the system in terms

of ¢, and 7. The constrained systems not consist of dot terms.

Next step is the procedure to check other constraints by calculating Poisson
braket. Firstly, to find Hamiltonian density of the system H by using Legendre transfor-

mation.

3.2 Faddeev-Jackiw Formalism

Faddeev-Jackiw formalism is a technique applied for constrained systems [6]. A
purpose of Faddeev-Jackiw formalism is to calculate number of the degrees of freedom.
The beginning of Faddeev-Jackiw formalism is to find constraint from the conjugate mo-
mentum calculation of the system to create first order form of Lagrangian density. The
first order form of the Lagrangian density consists of terms with no more than first order
derivative in time and constrained terms, each of which is a multiplication between La-
grange multiplier and constraint. After getting first order form of the Lagrangian density,
next steps to get constraint of the system are canonical momenta calculation, canonical

1-form, symplectic 2-form, and zero-mode calculation, respectively.
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For canonical momenta, they come from partial differential of the first order
form of the Lagrangian density with respect to time derivative of semplectic variables,
where the variables consist of the phase space variables and the Lagrange multipliers.
After that, one then automatically obtain the canonical 1-form. In case of the symplectic
2-form, it comes from taking exterior derivative with the canonical 1-form. Next step is
to find the zero-mode by using the interior product with the symplectic 2-form. If the zero
mode equals to zero, there is no more constraint. On the other hand, if the zero exists,
next step is to find the remain constraints. After that, adding multiplication between
Lagrange multiplier and the new constraint in to the first order form of the Lagrangian
density, one can get the new first of order form of the Lagrangian density. Next step is to
repeat all of process from canonical momenta calculation until vanishing of zero mode

calculation.

Recall that the goal of this work is to get the number of degrees of freedom, so
to reach that purpose we have to find inverse of symplectic 2-from, which is the Dirac
bracket of the system. As a result, using the Dirac bracket and the formula from the

section ?? to calculate, one can get number of the degrees of freedom.

Lsor mmy| Lrop

!

Lror =L+ L,

/\

| Fapl 20| | [Fapl =0

No constraint Constraints

Poisson’s Brackets

Figure 2 FJ process
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The figure 2 shows the steps of the Faddeev-Jackiw formalism from the first to

the final, which is first order form of the Lagrangian creation to Dirac bracket calculation.

Technical process of the Fadeev-Jackiw formalism is to create the first order

form of the Lagrangian density (Lror), which is written as
Lror = ¢a — H + 7. (3.5)

Considering the 1°* term of the right hand side of the equation (B.5), 7 is conjugate
momentum which is similar to the equation (8.4). If we want to get constraint, one can
calculate by using the conjugate momentum. Next parameter, ba, are time derivative of
field and @ runs for 1,2, ..., N. The 2" term is Hamiltonian density (), which can be

written as

H(fa, ™) = T¢a — Lsor (3.6)

Recall that, Hamiltonian density in the equation (8.6) comes Legendre transformation.
The last term of the equation (8.3) is multiplication between Lagrange multiplier, 7y,
and constraint (), where £ = 1,2, ..., N. This term is called the constraint term. After
sustituting all parameters into the equation (8.), one can get the first order form of the

Lagrangian, LroF.
Next process is canonical 1-form calculation, that reads

A= / &z [Agfagf(x)]. 3.7)

Paramiter A, is canonical momenta, which is calculated by

Agr = aEFTOF, (3.8)
oEl

where &7 are symplectic variables; £7 = (¢,, 7%, V), and [ = 1,2,...,2N + k. Tak-
ing exterior derivative with the canonical 1-form in the equation (B.7), one then obtain

symplectic 2-form as

F=3A (3.9)
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We want to find zero-mode (251), so we have to take interior product (i,) with

the symplectic 2-form and set it to the zero, one can see that
i, F =0. (3.10)

From the equation (B.10)), one then automatically obtain zero-mode (25[), which means
eigen vector of the zero eigen value. if there is no zero-mode, it presents that this system
is no more constraint, one can continue to the final process of the faddeev-jackiw for-
mailsm. On the other hand, if the zero-mode exist, it present that this system has more
constraints. To calculate others constraints, firstly we have to define £,,. Considering the
equation (B.5), £, is the first order form of Lagrangian density without time-derivative
terms and constraint terms. After that, using the exterior derivative with £, and then

taking the interior product with the £, term, one can see relation that
Qp = i,(0Ly). (3.11)

The equation (B.11]) shows constraint of the system. After that, we have to add the new
term into the the first order form of the the system. Recall that, the new term is multiplica-
tion between Lagrange multiplier and the constraint from the equation (B.11)). Therefore,

the new first order form of the Lagrangian density is in the form of
Lror(new) = Lror + 7282, (3.12)

where » is the Lagrange multiplier of the constraint {2,. To repeat the process of the
Faddeev-Jackiw formalism from the canonical 1-form calculation to the zero-mode cal-
culation, if the zero-mode is non-zero we have to calculate the new constraint to create
the new Lagrangian density again. On the other hand, if the zero-mode equals to zero, it

presents that there is no more constraint.

Next step is to find number of the degrees of freedom by starting from the inverse

of the symplectic 2-form calculation (F~'). Recall that, the 7! is the Dirac’s bracket
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which we want to use for calculation the number of the degrees of freedom of the system,

that is the aim of this work.

3.3 Application on Electromagnetic Field

Motivation of studying in this section is the first term of Lagrangian density (£)
of the generalised of the Proca field is the electromagnetic field (EM). We will start from
basic ideas of the electromagnetic field. After that we will apply the Dirac formalism on
the EM field. The last topic of this section is application on the EM field by using the

Faddeev-Jackiw formalism.

3.3.1 Electromagnetic Field

This part starts with electromagnetic four-potential, component form of field
strength tensor, equation of motion of electromagnetic field, and Maxwell’s equations

respectively.
Electromagnetic four-potential

Starting from the anti-symmetric field strength tensor F),,, is written as

F, = 8,4, —0,A (3.13)

vy,

-,

where A, are electric four-potential, A, = (¢, A), u = 0,1, 2,3, Ay is an electric scalar
potential, A; = (fT)Z are magnetic vecter potential. The electric field E and magnetic

field B that are associated with the four-potential as

E = _ﬁqﬁ, (3.14)

o]}
I

V x A, (3.15)
where component form of B is written as
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Component form of the field strength tensor

Considering equation (B.13)), because F,,, 1s an anti-symmetric matrix. There-
fore, one can see that

uv = _FV[,L (317)

Using the anti-symmetric property to calculate all components of the matrix F),,

1. Incase of u = v = 0, one can see that

FOO - _FOO
2F00 - 0
Fy = 0. (3.18)

2. Likewise, Incaseof y = v =1, u = v = 2, and p = v = 3, one can see

that

Fi1 = Fyy = F33 = 0. (3.19)

3. Considering Fy; = E; ,where j = 1,2, 3, one can see that Fp;, Fye, and

Fos = Ey, E5, and Ej5 respectively.

4. On the other hand, F;; = —FE; ,where i = 1, 2, 3, one can see that F', Fb,

and F3y = —F,, — F», and — Ej5 respectively.
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5. Considering F;; = €;;, By ,where 4, j, k = 1,2, 3, one can see that

F12

€12k B,

0 0
€911 + €29985 + €123 B3,
Bs, (3.20)
€13k B,

0 0
€371 + €132B2 + €135B3,
—Bs, (3.21)
623KBk>

0 0

€931 81 + €239+ €235B83,
B;. (3.22)

6. Using the anti-symmetric property, equation (8.20),(8.21) and (8.22) become

Iy = —Bs, (3.23)
F3 = DBy, (3.24)
F32 = —Bl. (325)

To write 4 x 4 metrics, we can see that

nZ

Fin
Fll
FQI
I3

Fop
F12
F22

Fos |

Fis _ Foo Fo; ‘ (3.26)
Fas Fio Fijgys

F33 ]
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Using the equation (3.20) to the equation (3.23), the equation (B.26) becomes

F,, = , (3.27)

o= (3.28)

Es —-B, B 0

Considering the equation (B.28), it presents that the inverse matrix of the matrix F.
Equation of motion of electromagnetic field

To find the Maxwell’s equations, firstly one have to calculate equation of the
electromagnetic field. Starting point of calculating is electromagnetic action in the form
of

1 v 4
S =— ZF“ Fdz (3.29)

Using variation with the equation (B.29), we see

68 = —i / d*z§[F™F,,] =0
= [ AP+ Fudrn Fus)) =0
_ _i / Q2 [F*S(F,)] + F5(Fog)] = 0
58 = —% / d'z[F"§(F,,)] =0 (3.30)
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Substituting £, = 9,A, — J,A,, into equation (B.30)), we then obtain

1
5 = — / A [F™6(9,4, — 8,A,)] =0
= 5 [ dalPra,6A) - Fra,64,) -
1
- 73 / d*z[F™0,(6A,) — F"0,(0A,)] =0
_ —% / d'x[F"9,(6A,) + F*9,(6A,)] = 0
_ / &2 [F™9,(5A,)] = 0
_ W /d4 [(6A,)0,(F™)] =0

Considering equation (B.31]),the equation of motion of the electromagnetic field can be
written as

8, " = 0. (3.32)

Maxwell’s equations

As we get the equation of motion of the electromagnetic field which is shown in
(B.32). In order to get Maxwell’s equations, one can calculate these equations by starting

from the equation of motion

1. Incase of v = 0, one can see that

9,F" =0

OF® + 0 F + 0,F?° + 9,F3° =0 (3.33)
In this work, using 7, = (—1,1, 1, 1), equation (B.33) becomes

0
M+81F10+82F20+03F30 — 0

—81F10 — 82F20 - 83F30 — O (334)
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Considering 4 x 4 matrices from equation (3.28) and substituting value of each

component into equation (3.34), one can see that

—01(—E1) — Oa(—Ey) —05(—FE3) = 0

V-E = 0. (3.35)

2. Incase of v = 1, one can see that

O FM =0
0
O F + 0 F T + 0,F2 4 9,7 = 0

Do F" + 0o F*' + 93 F°1 =0
(90(—E1) + 82(—B3) + (93(32) = O

—0yEy — (02B3 — 03B3) = 0. (3.36)
3. In case of ¥ = 2, one can see that
9, F" =0
%FW+&F”+@Fﬁ£@F”:O. (3.37)
4. Likewise, in case of v = 2, one can see that

9, F" =0
0
O0F® 4+ 01 F™ 4 0,F* 4 0 = 0. (3.38)

From equation (8.36),(B.37) and (B.38), can be written in the form of

0WE -V x B=0. (3.39)

3.3.2 Dirac formalism on Electromagnetic Field

Previous topic is basic information of the electromagnetic field. It is well known

that the electromagnetic field has 2 degrees of freedom. Dirac formalism is an approach
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to prove that. At the beginning, Lagrangian density of the electromagnetic field is

1
Lon =~ Fu ™. (3.40)

To check that the electromagnetic field is a constrained system, one can see via conjugate

momentum calculation. In case of electromagnetic field, the conjugate momentum is in

the form of
oL
P = =M (3.41)
0A,
substituting the equation (3.40) into the equation (8.41]), one can see
o L)
1 04,

= (3.42)
Considering the equation (B.42), in case of p = 0 and p = 4, one can see

70 = F% = 0. (3.43)
Because of F,, = 0,A, — 0, A,,, therefore the equation (B.44) becomes

As the results, the equation (B.43) is written in the form of canonical variables, 7; and
Ay. Likewise, the equation (3.43) can not be shown as the equation (B.45). Therefore,
one can conclude that the equation (B.43)) is a constrained equation and 7° is a primary

constraint of the electromagnetic field, which follow by Dirac formalism.

Next step of the Dirac formalism is to find secondary constraint by using Pois-
son bracket between the primary constraint from the equation (.43) and Hamiltonian
density of the electromagnetic field. At the beginning of this calculation is to find the

Hamiltonian density of the field as

H(A,, ") = 1P A, — L, (3.46)
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where p runs for 0 and 7 = 1,2, 3. Substituting the equation (B.40) into the equation
(B.46), one can see
. 1
H(Ap, 7Tp) = 7TOA0 + 7TZA1' + ZF}“/FWV7
0 iqo L 00 0i i0 ij
=T AO + Az + Z F()()F + FQzF + EoF + EjF] . (347)

F,,, 1s an anti-symmetric matrix, therefore the equation (B.47) becomes

H(A,, ) = nAg + 7' A; + 1 (FOOFOO + (= Fyo)(—F™) 4 Fyo F™ + FijF”> ;

. . 1 . ..
=194, + 1A + 1 (FOOFOO + 2F, F™° + FZ-jFU> . (3.48)

Substituting the equation (B.43)) and (B.49) into the equation (3.48), Hamiltonian density

of the electromagnetic field can be written as

TR R
5[7Ti][7T]+;l i,

1 . A 1 .
= 57’('2‘7'['2 + W’(QAO) + ZFi]‘FU. (349)

H(A,, 77) = 7ri[7ri + 0; Ap] —

The equation (B.49) is the Hamiltonian density equation of the electromagnetic field.
Next step is Poisson bracket between the primary constraint and the Hamiltonian of the

system as

) OH(t)  or°(@) OH(t) } (3.50)

0 _ [ s [07°()
(@), H(t)} = / a y[aAP(g) onr(y)  ome (i) 0A,(Y)

To consider the equation (B.50), the 1% term vanishes and the 2"¢ term is in the form of

or'(¥) OH(t)  3y,. - .
oo () OAL () ot )(w—y)< —@wi(y)). (3.51)

Substituting the equation (8.51]) into the equation (B.50)), one can see that
(70,10} = [ ¢[0- 589G - ) (- an@)].

(3.52)

For the electromagnetic field, there are one primary constraint and one secondary con-
straint which are 7°(%) and 0;7; () respectively. Next process is reclassification the con-

straints by using the Poisson bracket between the primary constraint and the secondary
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constraint as

. . (7 .y

{7°(Z,t),0im;(T)} = /d3y[aAP(y_,) ome(5)  0me() 94, (7) = 0. (3.53)
From the equation (B.53), the result equals to zero, which presents that both 7°(%) and
0;m; () are the first-class constraints of the electromagnetic field. On the contrary, if the
Poisson bracket exists, which means that both 7°(%) and 9;7;(Z) are the second-class

constraints.

In conclusion of this part, Dirac formalism on the electromagnetic field in 4-
dimensional space time, there is a primary constraint, therefore the electromagnetic field
is a constrained system. After that, using the Poisson bracket between the primary con-
straint and Hamiltonian density of the field, there is a secondary constraint. Results of
Poisson bracket between all of constraints show that there are two 1-class constraints.

Finally, the formula for finding number ofthe degrees of freedom is
1
D.O.F = 3 N —2(F)- 5], (3.54)

where N represents number of phase space, F means number of first-class constraint, and
S presents number of second-class constraint. As a result, using the equation (B.54), one
can see that number of the degrees of freedom of the electromagnetic field equals to 2,

that we expected.

3.3.3 Faddeev-Jackiw formalism on Electromagnetic Field

The second order form of the Lagrangian is written as

-1
Lsor = TF,WFW- (3.55)
The first order form of (B.53) is written as
. 1 ) 1 . .
£FOF = Aiﬂ'z — —7'[‘2'7'('2 — —EjFZj + Ao(aﬂ'ﬂ'l). (356)

2 4
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The canonical one form of the system are

A, (@) =67 (x) + G0y (), (3.57)

Ari(z) =0. (3.58)

The symplectic two-form is

0 — (6% + 640;
Fop = (5 +50) §(z — ). (3.59)
(6% + 650" 0
LOL,
Q=278 6_81’ (3.60)

Since | F,5| = 0, next step, we have to find the constraints €2; of the system by using

oL,

U =7 e (3.61)
where Z{" are the zero modes and L, (z) = —3m;(2)7' () — 1 Fy;(x) F¥ (x)), which gives
Q= —Zo() 050, FV ()], (3.62)

so the constraint is
—8;[0:F" (z)] = 0. (3.63)
—0;[0,F" (x)] = 0. (3.64)

Because the left hand side equals to zero so, by using gauge fixing the constraint of the

system is in fact
di[A'(x)] = 0. (3.65)

The constraint of the system is 9;[A’(x)]. The new first order form of the Lagrangian is

written as

.1 o1 g . X
£FOF = Aiﬂ'l — é’ﬂ'iﬂ'l — ZFZ'J'F” + A0(817r’) + (@A’) . (366)
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The canonical 1-form are

An () =07 () + 550y (), (3.67)
Ari) =0, (3.68)
Apy =0;4 (z). (3.69)

The symplectic two-form is expressed as

0 —(5]“ + 080;) (9" — 6h0")
Fap = (67 + 650%) 0 0 é(x —2'). (3.70)
(—0” + 640°) 0 0

The determinant of (B.70) is 9;07[0? 9;]0(x — 2'). The inverse of (B.70) is called the

“Dirac’s Brakets™ of this constrained system .
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3.4 Application on Proca Field
3.4.1 Proca Field

The Proca theory is the theory describing a massive vector field, which propa-
gates the corresponding three polarizations. It is one such simple modification of Maxwell

theory. The Lagrange density is given by

1 1
L= -1 L — émzAuA“, (3.71)

we can be written the standard Proca action
4 ]' F,uu ]' 2A A/,L
SPT‘Oca = d £C|: — ZF'LW — §m m . (372)
Then, we obtain the equation of motion

(0> +m*)A, =0. (3.73)

Introduction of the mass m of the vector field A, allows the propagation in the

longitudinal direction due to the breaking of U(1) gauge invariance .

In the Horndeski theory, what happens for a vector field instead of a scalar field.

There is Maxwell field which massless spin 1 particle. Its Lagrangian is given by

1
L= FuF". (3.74)

There are two transverse polarizations, namely, electric and magnetic fields. This lead
to 2 degrees of freedom. However, there is Proca field which massive spin 1 and its
Lagrangian can be written

! 1

L= —ZF, "~
4 2

m*A, A", (3.75)
There are 2 transverse and 1 longitudinal, namely, 3 degrees of freedom. Introduction
of the mass m of the vector field A, allows the propagation in the longitudinal direction

due to the breaking of U(1) gauge invariance.
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3.5 U(1) gauge transformation

Then, we show U(1) gauge transformation and the mass term break U (1) gauge

invariance. In the general non-abelian gauge transformation is given by
Au(z) = U(z)Au(x)U ()t +i0,U(2)U(z) . (3.76)
By using U(x) = e~ we obtain U(1) gauge transformation
A= A, = A, + 0.a(2). (3.77)

Let us consider Proca Lagrangian

1 1
L=—1Fu " - §m2AMA“. (3.78)

Then, we consider

F,,F" = (0,4, —0,A,)(0"A" —0"A'™")

= F,F", (3.79)
and

A A" = (A, +0,0)(A" + 0"a)

= AA"+2A,0"a+ 0,a0"a, (3.80)

these underline terms break U(1) gauge invariance.

Proca field is the a system which combines with massless Maxwell field and

massive spin-1 field. Lagrangian density of the field can be written as

1 1
= ——F% — —m?*(A)? 81
‘CProca A |0 2m( )7 (38)

where Fﬁy is defined as F,, F'**. In this case F,,, is 9, A" —3, A" and (A)? is in the form of

A, A”. Because this field is an Electromagnetic field, as a result the field is automatically

transverse wave which shows that the Electric field is perpendicular with magnetic field.
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Moreover, both fields are perpendicular with velocity of the system. Feature of this field

is vibration of the both fields which the directions are similar to the velocity.

3.5.1 Dirac formalism on Proca Field

From the previous topic shows the general features of the Proca field, which it
has 3 degrees of fredom. To check that , this part also applies the Dirac formalism on
the Proca field similar to the section B.1|. This proof is beginning with the Lagrangian

density of the Proca field is in the form of

1 1
Lproca = _ZFMVFMV - §m2AMAM (382)

To confirm that this system is a constrained system, we use conjugate momentum calcu-

lation to prove it.

o a£ Proca

7 — 3.83
o (3.83)
To substitute the equation (8.82) into the equation (B.83)), one can see
L LOFLF) 1, 0(A,AY)
4 04, 2 0A,
= Fr, (3.84)

The equation (3.84) shows the conjugate momentum of the Proca field. Con-
sidering the section B.3.1], The conjugate momentum of the Proca field is similar to the
conjugate momentum of electromagnetic field. From the equation (3.84), if p = i one
can see that 7' = F0 = —F5. If p = 0, itis 7° = F° = (. In this case, p° is a primary
constraint of the Proca field, which exactly like the primary constraint of the electro-
magnetic field. As a result, because the Proca field has a primary constraint, therefore
this field is a constrained system. Next step is to find Hamiltonian density of the Proca

system by using the quation (B.46). Where p runs for 0 and i = 1,2, 3, the Hamiltonian
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density of the Proca field is
A, 7?) = 704y 4w A+ S E FW 4 L2,
H(A, 7)) =1"Ag+ Z-+ZFWF +§m WA
:Wvo—i‘?TiAi

1 ) ) .
+ 3 (FOOF00 + Fp F” 4+ Fo Y + FUF”>

b gm? <A0A° + AiA") . (3.85)

Substituting 7° = 0 and A; = m; + 9; Ao, the equation (B.83) becomes

o 1 . 1 1
H( Ay 7) = [ + D Ao] = S[mil] + 7P F + §m2< A2+ Af)
1 i i 1 ij L, 2 2

The equation (B.86) is the Hamiltonian equation of the Proca system. The reason that
we calculate the Hamiltonian density of the Proca system is we want to find the Poisson
bracket. Next step is the Poisson bracket between the Primary constraint and Hamiltonian

of the Proca system. Substituting the primary constraint and the Hamiltonian into the

equation (B.5()), one can see

. [ [0nF) OH(t)  Ox°() OH(t)
(=0, 1)} = [ d on @ owe ~ a0 54,0

The First term of the equation (3.87) vanishes. For the 2" term, one can prof that

or’(¥) OH(t) L . . )
oo (7) OA,(7) 03 (7 — y)52( — i ()80 + m2[— Ao ()05 + Ai(y)]ag’). (3.88)

(3.87)

Substituting the equation (B.88) into the equation (B.87), therefore the Poisson bracket

between the primary constraint and the Hamiltonian of the Proca system is written as
(@010} = [ o =00 - D8 - oD+ m - A5 + A7)

= [ @ - ) [am@8 - - A8 + A

The result from the equation (8.89) shows that 9,7;(Z) — m?Ay(Z) is the secondary con-

straint of the Proca system. Now, we have one the primary constraint and one secondary
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constraint. Next step is reclassifying all of the constraints into 15-class and 2'-class con-
straints by using the Poisson bracket between each of all constraints of the Proca system.
Because in the Proca field there are 2 constraints, therefore the Poisson bracket between

the primary constraint and secondary constraint can be written as

S P  9S
i

B 3 OP B
(8)= [ 55 G~ aewonG (350

where P and S represent the primary and the secondary constraint, respectively.In case
of the primary constraint and the secondary constraint equals to 7°(Z) and 9;m;(%) —

m?Ay(Z) respectively, the result of the equation (3.90) becomes

I °(2)) 0 0imi (%) — m2Ap(T)
{P,S}:/d?’y[ ( ( ) < >

oA o)
0 7T0(_’> 0 8Z7T1(x)—m2A0(f)
i gmm) ( 04,7 )} .

From the equation (B.91)), the result is 0,7;(%) + m2Ay(F). It is called 2"¢-class
constraint, because it comes from the Poisson bracket between the primary constraint
and the secondary constraint. As a result, using the equation (B.54) due to the Proca
system there are one primary constraint, one secondary constraint and one second class

constraint, therefore number of the degrees of freedom calculation is in the form of

D.OF = [N _(F) — 5}

[8 —2(0) — 2]

W N =N =

(3.92)

Summary of this part, using the Dirac formalism on the Proca field in 4-dimensional
space time, there is only one primary constraint, as a result the Proca field is a con-
strained system. Next, After using the Poisson bracket between the primary constraint
and Hamiltonian density of the field, there is one secondary constraint. The Poisson
bracket between the primary constraint and the secondary constraint exists. The result

presents that, this theory consists of 1 primary constraint and one secondary constraint.
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After reclassifying the primary and the secondary constraint, there are two second class
constraints. As a result, using the equation (B.92)), one can see that number of the degrees

of freedom of the Proca field equals to 3, that we expected.

3.5.2 Faddeev-Jackiw formalism on Proca Field

Because this work relates with electromagnetic field, so the details of this section
are consisted of the electromagnetic four-potential, component form of the field strength

tensor, equation of motion of electromagnetic field and Maxwell’s equations.

Lagrangian density of Proca field in 4 dimensional space times is written as

1 2 1 2 2
EProca = _ZFMV - §m (A> ) (393)

where F7, is F,, F"; F, = 0,A, — 0,A,. (A)* is A, A* and m plays the role as mass

of A. In this case, u, v runs for 0,1,2,3.

Beginning point of the Faddeev-Jackiw formalism is the Lagrangian density of

the system is in the first order from as
Lror =T A,(1°) — H(A,, 7°), (3.94)

where 7 is conjugate momentum of the system, Ap is time derivative of vector A and
‘H is Hamiltonian density of the system. p runs for 0, ¢, in this case @ = 1, 2, 3. Next step
is calculation of Hamiltonian density of the system, firstly one can find the conjugate
momentum in the form of

o a‘CPr‘oca
04,

P

(3.95)

Substituting the equation (B.93)) into the equation (.93), one can get the conjugate mo-

mentum of the Proca field as
7P = Fr. (3.96)

Considering equation (3.94), we want 7°, Ay, *, A, respectively, so we calculate those

things by using the equation (8.94).
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1. Incase of p = 0, one can see that

0 =F% = . (3.97)

2. In case of p = i, one can see that
7Ti = FZ'O = _F’i07

= —0;A0 + OoA;,

Using the result from equation (B.98), one can get
A; =7 + 9;Ap. (3.99)

Conclusion of the results of equation (B.97, B.98) and (8.99) is 7 = 0, which presents

the constrained equation of the Proca system. Afterwards, we try to find the Hamiltonian

density of the system in the form of
H(‘Ap? ﬂ-p) = 7Tpf4p - 'CProccr (3100)

Substituting 7°, 7, A, and the Lagrangian density of the Proca system from the equation

(.93) into the equation (B3.100), one then obtain

1 1 1
7m%mﬂ:§ﬁ+m@ﬁ@+§mMWV+zﬁu (3.101)

Next, one can find first order form of the Lagrangian density of the Proca system by
substituting the equation (B.101]) into the equation (.94), one can see that

o1 1 1
Empzﬂ&—ﬁﬁ—mWA@—yﬁmf—Z@, (3.102)

or one can write as

. . 1 . 1 1 iy
EFOF = 7TOA0 + 7T1Ai — 57’(’1‘71'1 — Wz(aon) — 5771214“14“ — ZEsz] + ’Yﬂ'o. (3103)

The first order form of the Lagrangian density of the Proca system shows symplectic

variables of the system which are £ = (A4, 7°, A;, ¥, 7). After that, one can calculate

canonical momenta; aé??n = Ag(o) of the system.



1. Incase of £ = A, one can see that

N () . a['FOF(fE)
A =02y = 1@
0 3,000 3 j
= () z[m (x)Ap(z)]
= /Wo(l‘)5($ — 2 )d*x
Agy = 7(2)

2. Incase of €@ = 7% one can see that

OLror(x)
R () B FOF
Are = o 079 (2')
_ a 3
- 5 / 0d(x)
Ao = 0

3. Incase of €0 = A;, one can see that

A, = a0 = OLrorl)
4T 04 DA, (z')
= 0 Bl @) Auw)
= 8Ai(:c’) z|im'(x)A; (T
= /wz(as)é(.r —2)d*x
Ay = m()

4. In case of £ = 7%, one can see that

OLrpor(z)
Art = 0 ol (')
9 3
N E)ﬂ(m’) /Od .

5. Incase of &) = 7', one can see that

Aﬂ-’L = a/7ri = —aﬂ-l (l'/)
_ a 3
N (97'1"(33') /Od (IL’)
Ai = 0

40

(3.104)

(3.105)

(3.106)

(3.107)

(3.108)
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6. In case of £(¥) = v, one can see that

OLror(x)
_ (0 _ FOF
AT T W)
0
- 7= [ @@
A, = —mo(2)) (3.109)

The canonical 1-form of the Proca system is in the form of

A= / B[ A0 Ag(x) + Aa 0 Ai(z) + Au 6 A, (z)]. (3.110)

Substituting the equations (B.104),(3.103), (8.106) and (B.109) into the equation (3.110),

one can see that

A= / & |(—mo ()0 Ao (x)) + (M Ai(z)) — (mo(2)0 A, (2))]. (3.111)

Next step is calculation of symplectic 2-form of the Proca system by using variation with

the canonical 1-form of the Proca system as
F=0A= /d3x[—((57r0(x) NS6Ao(z)) 4 (0md A Ai(z)) — (0mp(x)d A Ay (2))3.112)

Using interior derivative with the symplectic 2-form of the Proca system in equation

(B.112)), one can see that
V= /d%[(_ZWOéAO + 200mg) + (276 A; — 2Y0m;) + (=208 + 276m] (3.113)

The result of the equation (B.113) is written as £ =0 except 240 = —2z7. Because
some of z£” are non-zero, so they present that the zero mode of the system exit. If the

zero-mode of the system is non-zero, one can find constraint of the system by using
Q=1idL,. (3.114)

Where L, of the system is a part of the first order form of the Lagrangian density of the
system, which except time derivative terms and Lagrange terms. Consequently, £, is
written as

L, = _§7Tz'7TZ — mi(9;Ao) — §m2AﬂAM - ZFijF”- (3.115)
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If we want to find the constraint of the system, firstly we have to use variation with £,

in the equation (B.115), we see

5L, = /5 [ —%m m:(8;A9) — %mQAMA“ - Z—iijij]dx
5£v = / [ —7Tz‘(57'('i — ((‘92140)57?’ — Wz(az(SAo)
m2A*§ A, — F9(0,0A;)]dx. (3.116)

After that, we want to calculate the zero mode of the system by using interior derivative

with 6L, in equation (B.116), one can see that
0L, = / [ —mdm" — (0;A0)07" — m;(0;6Ag) — m*AFS A, — F7(9,6A;)]dx
0L, = / [ —m2™ — (0;A0)2™ — i (0;240) — m2AF 2 — FU(9,24)]dg3.117)
Using the result from the equation (B.113), the equation (B.117) becomes
i0L, = / [(0ym;) — m? A%z . (3.118)
As a result, the constraint of the system can be written as
Q= 0;m; —m2A°. (3.119)

Next step, to find the new first order form of the Lagrangian of the Proca by multiplying
new Lagrange multiplier (;) with the constraint from the equation (B.119) and adding
that result into the first order form of the Lagrangian from the equation (3.103)), one can
see the new first order form of the Proca system as

Lrop = mA¢+7'A; — 27% mi(0;Ag) — EmZA AF — ZF F9 4 ypd

+ 71 (0im —m*A%). (3.120)

The equation (B.120) is the new first order form of the Lagrangian density of the Proca
system. The last term of the equation is the new Lagrange multiplier term, which consists
of the Lagrange multiplier (7;) and its constraint (9;; — m?A°). Next process is calcu-
lation of the canonical momenta, canonical 1-form, symplectic 2-form and calculation of

its zero-mode of the system, respectively.



43

considering the new first order form of the system in the equation (8.120), the
symplectic variables are £V = (Ag, 7°, A;, 7,7, v1). The semplectic number of the old
one is 5, but the new one is 6. The reason for increasing of the symplectic number is the

new term in the first order form of the Lagrangian density of the Proca system.

1. Incase of €M) = A, one can see that

A, —aD OLror(x)
o O Aq(z)
= .a Ba[r(z) Ay ()]
5’A0(x’)

= /ﬂo(x)é(x—x’)d?’x
Ay, = 702) (3.121)

2. Incase of € = 79 one can see that

v _ OLror(z)
m° oro(x!)

— 0 3
= g |
Ao = 0 (3.122)

Ao =a

3. Incase of €1) = A;, one can see that

_ o _ 9Lror(z)
e Ty We
_ 0 8,0 i(0) 4.
= A dx[n"(x) A ()]
= /ﬂi(x)d(x—x’)dgx
As = m() (3.123)

4. In case of € = 7%, one can see that

OLror()
i (2

— a 3
= on() / O
A =0 (3.124)

A =dV) =
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5. In case of £1) = ~, one can see that

OLror ()
g — ZEFOF\)
A=ay = 0v(x')
_ 9 0 3
- 5 [ PEw
A, = —mo() (3.125)

6. In case 0f5(1) = 71, one can see that

Ay, =alt) = MFO;(;)
= —m?A°(x))d* ()
A, = 327%( )— m? A% (z') (3.126)

The canonical 1-form of the system is written as

A= /d3m[AA05AO(x) + Ap, 0 Ai(z) + An,0y(z) + A, 671(2)]. (3.127)

Using the results from the equation (3.121)), (8.122)), (B.123)), (3.124), (3.125) and (3.127)

and substituting into the equation (B.127), one then get

A= [ & (@)540(2) + (mSA,(x)) — (o))
+ (Oimi(z) + m? Ag(z))d7]. (3.128)

Next step is calculation of the semplectic 2-form of the system by using variation with

the canonical 1-form in the equation (B.128). It can be shown that
F=0A= /d3 —(dmo(z) N 0Ag(x)) + (0 AN IA(x)) — (dme(x) A dy(x))

+  (0;6m; A dy1) +m*6Ag A Sy (). (3.129)

Next calculation is to find the zero-mode of the system by using the interior derivative

with the canonical 1-form, one can see

i F = /dgx [ (=2™6Ag + 226m) + (276 A; — 26m;) + (—2™ 6 + 276mg

+ (0;27671) — (2710:0m;) + (mP267,) — (m?27'64,)].  (3.130)
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As the result, it presents that the zero-mode of the system is equal to zero. Therefore,

there is no constraint. The process of the system reaches at the final part.



CHAPTER 1V

APPLICATION ON GENERALIZED OF PROCA FIELD:
FADDEEV-JACKIW FORMALISM

4.1 Generalized of Proca Field

The Lagrangian for the generalized Proca vector field with derivative self-interactions
is given by

‘Cgen.Proca = F FIW + Z Oén n (41)

where the self-interactions of the vector field.

The simplest modification of the Proca action is promoting the mass term and

the potential interactions for the vector field to an arbitrary function f5,

Ly = fo. (4.2)

This trivially does not modify the number of degrees of freedom. This function can also
contain gauge invariant interactions which are invariant under the U (1) transformations
and terms which do not contain any dynamics for the temporal component of the vector
field

fo= fo(F? FF* A’F? A’FF* A A FP'FY ). (4.3)

The first term that we can have to the next order in the vector field is simply
= f30-A (4.4)

with f3 an arbitrary function of the vector field norm f3(A?). It is a trivial observation
that the temporal component of the vector field Ay does not propagate, even if we include
the Maxwell kinetic term. The presence of the function f; is crucial since if it was simply

a constant. Then, one considers £, which is given by

£4 = f4 [Cl (8 : A>2 + czapAgﬁpA" + CgapAgagAp] (45)



47

with a priori free parameters c;, co and c3 and f; an arbitrary function depending on
f1(A?). One need to fix the parameters such that only three physical degrees of free-
dom propagate. To eliminate one propagating degree of freedom, the determinant of the

Hessian matrix vanishes

2(01 + Co + Cg) 0 0 0
e 0 2, 0 0
HY = =" =, . (4.6)
04,04, 0 0 -2, 0
0 0 0 —2cy
One chooses ¢ + ¢3 + ¢3 = 0, ¢; = 1, and ¢ = —(1 + ¢3). Therefore one obtains
Ly= f1](0-A)? + 20,4,0° A% — (1 + ¢3)0,A,0° A]. (4.7)

If Hessian determinant of a system is zero, the system is constrained,
det(HZ‘:) =0. (4.8)

To find the expression for the constraint, we have to compute the conjugate momentum

I,
oL
b= 2 (4.9)
0A,
The zero component of the conjugate momentum is given by
I}, = —2f,VA. (4.10)

This equation does not contain any time derivative yielding the constraint equation. If
an equation contains only generalised coordinates and conjugate momenta, but not gen-
eralised velocities, then such equation is called a constrained equation, which defines a

constraint surface. The constraint equation is given by
1 =107, +2f,VA, (4.11)

this constraint ¢ is a primary constraint. This primary constraint () will generate a

secondary constraint (¢2) given by
: 0H 0p1  O0H 0¢
= {H = -
o= U = 505 ot 04,
= P2 (4.12)
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Then, consider the time evolution of the secondary constraint

{H, ¢} =0. (4.13)

Hence, there are two constraints ¢ and 5. we reclassify them into first-class and second-
class constraints. By definition, a first-class constraint weakly commutes with all other

constraints while a second-class constraint does not. One computes

{1, 02} #0. (4.14)

So, ¢1, o are the second-class constraints. The canonical variables are HZ4, A, the
second-class constraints are o1, @2 and there is no first-class constraint. So the number

of degrees of freedom is

(#canonical variables) — 2 x (#lst class) — (#2nd class)

(#d.o.f) = 5

8—2x (0)—2
2
= 3. (4.15)

This agrees with the fact that a massive particle spin-1 has three polarisations. There are

2 transverse and 1 longitudinal.

Then, we consider L5. In L5, one write all the possible contractions between

the derivative self-interactions

Ls = fs[di(0- AP —3dy(0- A)9,A,0° A7 — 3d5(D - A)D,A,0° AP

+2d40, A, 07 APD° A, + 2d50,A,07 A7), A] (4.16)

with a priori the arbitrary parameters dy, ds, ds, d4 and d5 and function f5 depending only
on A2. In order to have only three propagating degrees of freedom the parameters need

to fulfilled some conditions. Finally, the quintic Lagrangian is given by

L5 = f5[(0-A) —3dy(0- A)D,A,0° A% — 3(1 — dy) (D - A)D,A,0° A”

+2 (1 - %d2> 0,A,07 AP A, + 2 (%d?) 0,A,07APd, A?]. (4.17)
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The Hessian matrix with this chosen parameters then becomes

0 0 0 0

0 —6dy(A,,+ A 3dy(Ay, + A, 3da(A,.+ A,
HZ;/ — f4(A2) 2( ’ y7y> 2( Y Y, 2( ’ »
0 3da(Apy + Ay, —6do(A.. + A, 3do(A,. + A,

0 3dy(Ag.+ Asy  3do(Ay.+A,, —6dy(Ay, + Aps
(4.18)

The vanishing of the determinant of the Hessian matrix guaranties the existence of a
constraint

det(H2) = 0. (4.19)

To find the expression for the constraint, we have to compute the conjugate momentum

I,
w _ 9Ls
04,

The Hessian matrix only contains one vanishing eingenvalue and hence only one propa-

(4.20)

gating constraint which is again given by the corresponding zero component of the con-

jugate momentum

H%g, = _3f5(A2)(d2(A9207z + Ai,z + Ai,y) - QAZ,ZA%Z - 2(_1 + d2)Ay,zAZ7y
—i—dgAiy + dgAix —2(A,. + Ay ) Ao +2A, Ay — 2d2 A Ay,

+dy A2, — 2(—1+dy) Ay AL L) (4.21)

There is no time derivatives appearing in the expression of the zero component of the
conjugate momentum, representing the constraint equation. Associated to this constraint,
there will be a secondary constraint guarenting the propagation of the constraint equation

and removing the unphysical degree of freedom
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In this work Ly, L3, L4, L5 is in the form of

Ly = [
Ly = f30-A
Ly = f1](0-A) + 20,A,07A7 — (1 + ¢2)8,A4,07 A”]

L5 = f5[(0-A) —3dy(0- A)D,A,0° A% — 3(1 — dy) (D - A)D,A,0" AP

+2 (1 _ 3—d2>a A VAP A + 2(3d2)a A, 07 APD, AY] 4.22)

with 0 - A = 0, A" and the functions f; 3 4 5 are arbitrary functions [3]. The interactions

can be also expressed in terms of the Levi-Civita tensors
S

£2 — 24 glll/aﬁguyaﬂ — f2
s

[»3 = _EgﬂVaﬁgpua,B @Ap = f3 0-A

£4 - = % (gﬂyaﬁgpg aﬁg,uApayAa' + C2€ALV0456p0 Oéﬁa.“‘Al’apAU)

= f1[(0-A)? + 20,A,07A7 — (1 4 ¢2)0,A,0° A?]
Ls = —fs ((1 — gdz)gwa%p“’* 50, A0, AsOa Ay + gdgs“”aﬁapwﬁ@“Ap&,Aa&,Aa)
= [f5[(0- A)> = 3day(0 - A)3,A,0" A7 — 3(1 — d2) (9 - A)D,A,07 AP

+2<1 - 3—d2)a A, OVAPHA 1 2(3d2)a A, 07 AP9, AP] (4.23)

where )

+1 if puvpo is an even permutation of 0123

Epvpe = § —1 if pvpo is an odd permutation of 0123

0 otherwise.
\

Higher order interactions beyond the quintic order are trivial in four dimensions, being
just total derivatives, hence the series stops here. Expressed in terms of the Levi-Civita

tensors this means that we run out of the indices. Lagrangian density of the generalized
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of the Proca field is in the form of

2 1 2 2
EGenPro = - ZFMV - 5 (A ) + Oég(A )(8 A)
T 204(A42)(0 - A)? — 204(A%)(9,4,)(97 A7)
- 5 (4.24)
— 55(A%) (0 A)’ + T (A%)(9 - 4)(9,4,)(97A)

— 5(A%)(0,A4,) (97 A")(07 Ay)

.3 5 .
Letting 5043 = a3 =, 204 = oy and —5045 = s, so the generalized of the Proca field

reads

1

1
EGenPro = 4F51/ -

5mH(A%) + ag(4%)(0 - A4)

+au(A%)(0 - A)? — aa(A?)(9,4,) (07 A7) 425)
+ a5 (A2)(0 - A)® — 3a5(A2)(D - A)(9,4,)(0° A?)

T 205(A%)(9,4,)(97A7) (9 A,)

There are construction of general derivative self-interactions for a massive Proca
field in more terms. The construction of the most general generalised Proca theories
remains an open question. In principle, a possible way to do this is by following the
idea of the original construction of generalised Proca theories, that is by starting from

demanding that Hessian is degenerate.

EgenProca = 4 l“’ + Z an ny (426)

where L,, are self-interactions of the vector fields in form of

Ly = [

L3 = f3(0-4),

Ly = [0 A+ c20,4,0° A7 — (1 4 ¢2)0,A,0° A]

Ly = f5(0- AP —3dy(0- A)D,A,0°A° — 3(1 — do)(D - A)D,A,0° AP

+ 2(1 _ 3—d2>a A VAP A + 2(3d )a A, 07 APD,A%). 4.27)
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In this work, we are interested in fo = f3 = fy = f; = A%. Therefor, the equation (#.27)

becomes
Lo, = A%
Ly = A? (0-A),

Ly = A0 A+ 0,A,0° A% — (1 + 3)0,A,0° A]
Ly = A2(0- AP —3dy(0- A)D,A,0°A° — 3(1 — dy)(D - A)D,A,0° A?
3d,

+ 2 (1 - %d2> 0,A,0V AP A, + 2 (7> 0,A,07AP9, A°). (4.28)

Considering the equation (B.81]) (#.26) and (#.28), if ¢, = 1, d, = 1 one can see that the
Lagrangian of generalized Proca vector field with derivative self-interactions is in the

form of

1 1
ﬁgenProca = _ZFij - §m2A2 + a3 AZ(@ : A) — AMAV({?VA#]

a [A?[(a CA)? = 0,A,0° A — 241 A9, A,(0 - A) + 2A“A”8VAP8”A#]

N
+ s [AQ[—((? LA 4 30,4,07 AP — 20,A,07 APO° A,
+ BAPAYO,AL(D - A)? — GAPAYD,A,0PA,(D - A)

N

GAM A0, AP A OVA, — BAFAD,A,0,A,0° AP (4.29)

Considering the equation (#.29), Hessian matrix of generalized Proca vector field with

derivative self-interactions equals to zero, therefore this field is “a constrained system”.
We now consider the 3¢ term of the right hand side of the equation (4.29), it is
3 = [A2(8. A) — A“A”&,AH]. (4.30)

Using by part with the 2"¢ term of the right hand side of the equation (%.30), one can
prove that
ArAY0,A, = 1A A0, A
vty — _5 iz ( v )

_ —%(A%(a A). 431



53

Therefore, the 3" term is written as

3rd = A,A*0,AY). (4.32)

new

The 4" term of the of the right hand side of the equation (#.29) is in the form of
4 = 1 A%[(0 - A)* — 0,A4,0° AP] — 2AFAYD, A, (0 - A) + 2A“A”8VAP8PA4 . (4.33)
Using by part with the 37¢ term of the rigth of the (#.33)), one can calculate that
—2A"AY(0- A)0, A, = —A,A"0,A")(0-A) — A,AMAY0,(0,A7), (4.34)
and applying the same technique with the 4" term of the right hand side of the equation
(#.33), we see
2A1AY0,A,0°A, = —A,A*(0°A)(0,A,) — A AMAY0P(0,A,). (4.35)
Therefor, the 47¢ term can be written as

4 = A, AM(9,A)(0,A%) — A, AM(9,A,) (97 AP). (4.36)

new

From the equation (4.29), the 5" term of the right of equation is written as
5 = A0 A)® + 30,4,07 A7 — 20,A,07 A9 A,
+ 3AFAY0,A,L(0- A)? —6A*AYD,A,0° A0 A)
+ 6A"A0,A,0°A,0"A, — SA“A”&,AHc’)pAaE)”AP] (4.37)
Using by part with the 4" term of the right hand side of the equation (4.37), one can

calculate that

BAMAY(D - A)2,A, = —g(Az)(a-A)?’—3(A2)A")(8-A)6,,(8-A). (4.38)

Do the same technique with the 5" term of the right hand side of the equation, we see
6A*A"0,A,(0- A)OPA, = — 3(A*)(0°A")(0,A,)(0 - A)
— 3(A*)A"0,(0- A)0- A)

— 3(A*)AY(8,A4,)0°(0 - A). (4.39)
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Taking by part with the 6" of the right hand side of the (#.37), one can see
6A*AY 0, A,0PAOTA, = — 3(A*)(07A)(8,4,)(0°A,)
— 3(A%)A70(9,4,)(0°A,)
— 3(A*)AY(0,A,)d7 (0P AY). (4.40)
We now use by part with the last term of the right of the equation (4.37), one can calculate

that

B4 (0,4,) (I A)0,A) = — S(A)(0- A)D,A,) 0 A)
3
2
_ g(A2)A”(8pAU)&,(8"AP). (4.41)

(A*)A%0,(0,A,)(07 A”)

Therefore, the 5" term of the right hand side of the equation (#.29) is written as

5th

new -~

(A%)(0 - A)°
— 3(A%)(9- A)(9,4,)(07 A7)

£ (AD)(0,4,)(07A%) (0 A,). (4.42)

Substituting the 3"¢, 4" and the 5" term from the equation (4.32),(#.36) and

() into the equation (), one can see that
1 1 3
['genProca(new) = - ZFiV - EmQAQ + 50&3142(6 . A)
20, [(43)(9- A) - (4%)(9,4,)(07 47)]
- gas [A42(0- A)° = 3(A42)(D - A)(9,4,)(07 A7)

— 2(4%)(0,4,)(07 A7) (@7 A,) . (4.43)
Letting 203 = i3, 204 = ay and —2a; = a5, the equation (#.43) becomes
1 1
LgenProca(new) = - ZFEV - §m2A2 + 063142((9 . A)
+oa[(42)(@ AP - (42)(0,4,) (07 47)]
b as[A2(0- A7 = 3(A42)(0- A)0,40) (0" 27)

T+ 2(4%)(0,4,)(07 A7)0 A,)|. (4.44)
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The derivatives applied on the vector field were partial derivatives in flat space-

time become covariant derivatives in curve space-time

5

1

E;Zg.}]%ioca = _ZFMVFMV + E BnLn, (4.45)
n=2

where the self-interactions are encoded in the Lagrangian

£2 . GQ(X)
Ls = Gs3(X)(D,A")
£4 = G4(X)R + G4jx[(DMAu>2 + CQDpAUDUAp — (1 + CQ)DpAO—DUAp]

1
Ls = G5(X)G,,D'A" — 6(;Lf),X[(DMAM)?’ — 3dy(D,A")D,A, D" A°

=3(1 = da)(D, A) D, A D7 A° +2(1 — 3%) D,A,DVAPD A,

+2 (%dQ) D,A,DYA?D, A% (4.46)

with X = —%Ai. The two free parameters ¢, and d5 as in flat space-time case. All these

interactions give rise to three propagating degrees of freedom.

The generalized Proca theories have been applied extensively to different phe-
nomenological scenarios, which include the construction of inflationary cosmological
models, the analysis of de Sitter solutions relevant to dark energy models, the study of
their cosmological implications in the presence of matter, the analysis of the strong lens-
ing and time delay effects around black holes, and the construction of static and spheri-

cally symmetric solutions for black holes and neutron stars.

The generalized Proca theory is the vector field version of the Horndeski theory
satisfies a necessary condition required to avoid the Ostrogradsky’s instability. One has
constructed the generalized Proca action for a vector field with derivative self-interactions

with only three propagating degrees of freedom.

The resulting theory is simple and constitutes four Lagrangians for the self-
interactions of the vector field. The constrained coefficients yield the necessary propa-

gating constraint in order to remove the unphysical degree of freedom.
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However, after the discovery of the Gravitational Wave GW170187 event, the

higher order terms in Proca theories have been ruled out. By considering

2 2G4 + ¢2¢.5G5,X
b2G, — 202Gy x + HP3Gs x

(4.47)
and demanding that ¢ ~ 1, we obtain

Ly = Gao(X)

Ly = G3(X)(D,.A")

Ly = GyX)R+ Gux[(DyA")? + coD,A; D7 AP — (14 ¢3) D, A, D7 A?]
Ls = G5(X)G,,D'A" — éGg,,X[(D,MqM)3 — 3dy(D,A")D,A, D" A°

3ds

—3(1 — dy)(D, A")D, A, D" A° + 2(1 - 7)1) A, DVAPDT A,

( —
3d2 o o 16
+2( >DPAJD7A”D7A | — g5(X)E*" % D, A,

1 L
Ls = G¢(X)L'"*’D,A,D,Ap + 5G6,X(X)Faﬁ’FWDaAHDBAV, (4.48)
G4(X) and G5(X) need to be constant.

Although, the tems in L4, L5 was vanish, we can construct more high-order
action. They can write the complete expression of the generalized Abelian Proca theory

in curved spacetime, which reads

Loen = F S LYY L+ YL, (4.49)

n>2 n>>5
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where the complete expression of the Lagrangians

ECurV — fCurvG AHAV—l-fcurV( ) #Vngqupa’

Ly = fQ(A;u Fuupuu)a

Ly = J0LE,

L, = = 4Gal<X)R 2fGal

Ly = fOUX)GVIAY 4+ BIS(X) LS + fLom(X)Lhem,
Lo = fEm(X)chem,

L= FmE)LE™NX) + 1m0 L1,

£n28 _ ZfPerm,i( )ﬁiem,i’

LS = Zg X)L (4.50)

all f and g being arbitrary functions of X, except f{“" which is a constant, and

f2 which is an arbitrary function of A,,, F},, and F’W.
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4.2 Faddeev-Jackiw Formalism on Generalized of Proca Field

Because of the beginning of the Faddeev-Jackiw method is starting from first
order form of the Lagrangian density. So, in this section we use the result of the section
W.1. Therefor, to calculate the first order form of the Lagrangian density of the gener-
alized of the Proca field, firstly we have to find Hamiltonian density of the system by
using Legendre transformation.From section f.1), we know that Lagrangian density of

Generalized Proca field [3] in case of n = 5 is written as

‘CGenPro = / _ZFEV + Z an n (451)

where F’ Ify = F,,F", oy, is any constant and £ are self-interaction of vector fields.

Lompen = [ o]~ 1R~ Jmt(a)

+ oas (AQ(a-A) - A“A”@VA#>

+ ay (AQ[((?-A)Q — 8,A,0° A?)

= 24RO, A (D-A) + 244 A°0, 4,00 A, )

+ as <A2[—(6-A)3 +3(0-A)0,A,07 AP — 28, A,87 AP A

b 3APAO,Ap(D - A)? — 6AMAYD, A0 A, (D - A)

+ GAMAYD,APPADTA, — BA“A”&,AHE),,AUWAP)} , (4.52)
where F;, = F,, F'", A> = A, A", (0-A) = 0, A" and as, oy, o5 are arbitrary constants.
Rearranging some terms in equation (#.52)) and seeing more details of this calculation in

appendix, the equation (#.52) becomes

4°m 9
+ s(A?)(0-A) 4+ ay(A%)(0-A) (4.53)

'CGenProca - /d3 |:_ lFQ mQ(AQ) + a3(A2)(aA)

+ as(A2)(0-A) — 3a5(A2)(0-A)9,A,07 A” + 205(A2)9,A,07 APO° A,

In the context of the Faddeev-Jackiw formalism, the starting point is “first order form

of the Lagrangian density” in the form of Lpor = 7¢AS — H(Ag, 7). The equation
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consists of 2 terms, the first is time-derivative term and the second is the Hamiltonian

density term. Therefore, the first calculation is conjugate momentum as

aﬁGenPro
DAE
= P ag A, AU 4 2004, A4 (9,401 — 5 A°)

¢ =

I

+ 3azA,AM(0,AP) (0, A% — 3as A, AM(0,A,) (07 AP n™

— G A, AP(9,AY)(OFA®) — 6as A, AM(9° Ag)(OFA,). (4.54)

The equation (4.54) is the conjugate momentum of the Generalized of the Proca field.

1. Incase of £ = 0, one can see that

ﬂ'O = —O{gAuA'u — 20[414'“14.#(61147,)

- 3015AMAM(81A1)(6]A]) + 3OZ5AMAM(8Z‘AJ')(8]'AZ'). (455)

2. In case of £ = 7, one can see that

’ﬂ'i = Fio + 2@4AMAM(aZ‘A0)

+ 6a5AMA”(6iA0)(8jAj) — 6045A#A“(6jA0)(8iAj). (456)

In this case 1, = (—, +, +, +), using F"* = —F;p = —9; Ao + 0o A; and rearranging the
equation (4.56), one can see

A = T + (81)140 — 2()5414“14“(82'140)
6as A, A*(0;A0)(0;A;)) + 6asA,A*(0;A0)(0;4;). (4.57)
Because the second part of the first order form of the Lagrangian density is the Hamil-

tonian density of its system, so the Hamiltonian density of the Generalized of the Proca

field is in the form of

HGenProca = H<A§77T§>

= WOAO + 7T1Az - Ln:5. (458)
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Substituting 7, A; and £,,_s into the equation (4.58), one can see that

Because the first part of the first order form of the Lagrangian density is time-

derivative term as
7 AS = 104y + T A;, (4.59)
so, the equation (4.59) becomes
A = (=g, At - 20,4,44(0:4)

— 3a5A,A"(0,A7)(0,A%) + 3asA,AH(0,A,) (07 AP)

— GasA,AM(3,AY) Ay + 6a5AMA“(8pAO)A,,> Ao

+ (Fio + 204 A, AM(9;Ay)

+ 6asA,A*(0,A")(0;A) — 6a5A“A“(8PA0)(8iAp)>Ai (4.60)
In this case 7, = (—, +,+,+), so Fjy = 0; A — A;. From the equation (%.60), one can
see that Ai 18 written as

Ai = m+ 87,140 - 20z4AuA“(8Z-A0)

— 6045AMA”(8¢A0)(8J-A]-) -+ 6045AHA“(8J-A0)(8¢AJ-) (461)
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The first order form of the Lagrangian density is in the form of

£GenP'ro(FOF) - 7T-0140 + 772141,
1 ) 1 i 1 2 0
- 57@'71' - WZ(aZA()) - ZE]F - ém AMA
+ o as A AMOAT) — 2042 A, AR A, A (9, Ao )
+ 044AMA“((‘3Z-AI-)(8J~AJ-) — 044AHA“(8Z»AJ-)(8J-AZ-)

2a4AMAM(aZ'A0)7TZ' -+ 20{414“14“(87;140)2

+

— 180[5214#14“14,,14” (81A0)2 (@AJ) (8kAk)
120[52AMAHAVAV (8,A0) (8kAk) (8]140) (&AJ) (81/1])
6as2 A, AP A, AY (9; A0) (0;A;) (D Ao) (8 Ay)

Oé5AuAH(aiAZ') <83A3> (akAk> + 605514#14#(82‘140) (akAk)m

+ o+ o+ o+

Gers A, A*(0;A0)2 (0 Ar) — Bas A, A™(0,A,)(0;4) (kA
— 205 A, AM(0;A0) (0 A, )T — 205 A, AM(0;Ag) (0, A0) (D A;)
2054, AM(0A;)(0,A:)(0;A)

— 1204054, A A, AY (0, Ag)* (O Ar)

+ dagas A, AP A, AY(9;A0)(0:A0) (0, A0) (DA,

+ yilmo — asA AP — 20, A, AP(D;Ay)

Considering the equation (#.62)the symplectic variables are £(©) = (Ag, 7, As, i, 1),

Next step is to calculate the canonical momenta aéo) for the symplectic variables £(©.

When ¢€©) = A, we see

_ o0 _9Lror(@) 0[5 (00
Apy = = e, = A / dx{w (x)Ao(x)}, (4.63)
= /7‘(‘0(1’/)5(1‘—1’/)(131’,
Auy = d) = OLror(e) _ 70(2') = —mo(2). (4.64)

DA (z')



When £© = 7, we see

OLror(x) 0
Ary = ay, o) rol@) /d z{0} = 0.

when £©) = A;, we see

OLror(z) ) .
Ay = a0 = Obrorl) /d3 () A()
A = Ay, DAz DAz Zz {W (z) (CE)}
= /m(xl)é(x —z)d’z,
Ay = ¥ = aLITOF(x) 7T'(ZL'/>
AT DA '
when £©) = 7;, we see
OLror ()
o 0) _ FOF o 3 _
An=al) =S5 = gt @) =0
when £© = ~;, we see
OLror(z)
A, = (0) _ LF,
Y Ay, (@)
= a%L(x/) / dga:’yl (7T0 — OlgAMAM — 20&4AMAM(61'AZ')

— BasA,AM(9A)(94;) + 3a5AuAﬂ(aiAj)(ajA,»))
Ay = () = asd () A () = 2004, () A4 )0, Ai(a)
— BazAu(z)A*(x) 0 Ai(x)0; Aj ()

+ BasA,(x) A (2)d;A; ()0 Ai(z).

62

(4.65)

(4.66)

(4.67)

(4.68)

(4.69)

(4.70)

Because Ay, , Ay, , Ay, # 0, so the canonical 1-form of the system is in the form of

A= /d3x (,AAO(SAO(x) + A4, 04i(x) + Aa,, (571(33)).

(4.71)
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Substituting equation (4.64)), (#.67) and (4.70) into equation (#.71)), we can see

that

A= / Pr(] — mo()]iAo(e) + ()5 A2)
+ [mo(z) — azAu(x)A¥(x) — 204 A, (x) A (2)0; A ()
— 3o A, (x)AM(2)0;A;(2)0;A;(x)

+ 304514#(:@),4#(1;)@,4]-(x)ain(x)m(x)). 4.72)

After we get canonical 1-form (A), Using vary with the canonical 1-form one can get

Symplectic 2-form (F) of the system in terms of wedge products

F= / d%( — [mo(2) A S Ao ()] + [mi(x) A SAi(2)]
+ [mo(z) Ao (x)] — 234" (2) [0 A (x) A d7i(2)]
— Ay A" (@)0;Ai (@) [Au(z) A o ()]
— 24 A, (2) A" (2)[0,0 Ai(x) A 61 (2)]
605 A (2)0,A()0, A, (2) 0 A, () A o ()]
— 605 A (@) A (2)9, Ay (2)[0,5 Ai() A o ()]
4 60 A" (2)0,A;(2)0;Ai(2)[0A, () A 57 ()]

+ 6a5A#(x)A“(x)8¢Aj(x)[8j6Ai(x)]571(x)). (4.73)
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Considering equation #.73) and using interior derivative with the symplectic

2-form (F), we then obtain

]::/d%

+ o+ + o+ o+ o+ o+ o+~

[—2™@§ Ag(2) 4+ 22O mo(2)] + [T A () — 245 ()]
(27 6y () — 2@ 67y (z)]

[—2a3 A" (2) 2@ 5y, (2) 4 203 A% (2) 2 @G A, ()]

[—4ay A" (2)0; As () 24D 6y, (1) + day AP (2)0; Ai(2) 2 WS A, (2)]

[—2a4AM(:E)A“($)6izA"(z)571 (a:)+20z4AM(:U)A“($)z“(z)8,~5Ai(:B)]

[—6as A" (2)0;As(2)0; Aj(x) 24 6y, ()
6ors A ()03 As (2)0; A, ()2 @S A, ()]
[—6asA,(v) A" (2)0;A;(2)0;24 @ 6, ()

Govs A () AP (2)0; Ay () 2@ 0,0 Ay ()]

[6ovs A ()0, A ()0, As () 24 6y,
65 A" (2)0;A;(2)0;A;(2) 276 A, ()]
[6as A, (2) A" (2)0; A, ()0, 2@ 5y, (2)

Gos A, () A (2)0,A, (x)z“(””)(‘?j(SAi(x)]) . (4.74)
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Considering equation (#.74) and using integrate by part with the underline terms, so equa-

tion (4.74) is written as

F= / & ( — 25 Ay + 2406my + 2™ A; — 2Y0m,
+ 2™6y — 2w
— 203AM 2 6y + 203 AP 5 A,
— Loy AP A Sy, + Aoy APOA S A,

— 2a4AMA“0izAi571 —4a4A”8iAuz“ (SAZ

— 20&414“14“82'271 (SAZ

- 606514“87;141'8]‘14]‘214“5’71
+ 6a5A“8,-Ai8jAj2715Au
- 6a5A#A“8jAj8izAi571

- 120[514”61‘14“8]‘143‘2% 5Az

— 606514“14“8163‘14”2% 5141

— 6a5A#A“8jAj(9¢z71 (5141

+ 6&5AM8iAj8inZA”(S’Yl
— 6(15A“8¢Aj8j14i271514#
+ 6065AMA“aiAjajZAi5’)/1

+ 12a5A“8jAH6iAjz“ 5A7,

+ 6045A“A“(9¢8j14j271 (SAl

+ 6054, A"0,A,0,270A;). (4.75)
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In this work, index ;1 = 0,7 where i = 1,2, 3, to expand equation (4.73) by using index
in 4 dimensions, equation (4.75) becomes

F= / d’x ( —20Ag + 2M6mg + 20 A; — 2Mom;
+ 2™y — 2" mg
- 2043A02A°(571 - 2043142'2‘41(571 + 2034215 Ay + 203 A 2715 A,
— 4a4AOaZ'AiZAO5’)/1 — 4, AT, A 2N 0v
+ 4oy A0, A2 S Ag + Ay A10; A2 S A

— 2a4AuA“8izA" 5’}/1 —4()6414“({91'14“271 (SAZ

- 20&414#14”82‘271 5Az

— 6045A“8iAi8jAjzA”5’yl
+ 6@514”82‘141‘8]'14]'2% (SAu
- 6045AMA”6]-A]0,-ZA"671

— 1204514“82'14“63‘14]'2’71 5141

- 6a5AuA“8i8jAjz“ 5/41

- 6&514”14“8]'14]‘81'271 5147,

+ 6a5A“8iAj8inzA“5’yl
- 604514”82'14]‘(9]'141'2%(514#
+ 6045AMA"82-A]-8]-2A1'671

+ 120&514“8]'14“81'14]‘2% 6141

+ 60&514”14”62'6]‘14]‘271 5Az

+ 605 A A" A0,27 0 A ). (4.76)

After we use the Faddeev-Jackiw formalism on th generalized of the Proca field, we then

obtain 2 constraints as
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+ Basfs(4%)((V-A4)? = 0:4,0,4:) (4.77)
and

0, = ﬁﬁ—2a2f5(A2)AO+2a3fg(A2)[,I.<ﬁ+ﬁAo)_A(N. )]
T+ aa[41(4%) (24 (mi + 0,40)00 45 — A,0,410; A
T+ A A A ) — 2f1(A42) VR Ao|
~ dagasf] (AQ) i (A2),4T- V Ay + 16042 f,4 (AQ) 7l (A2)A[iajAoaﬂAi
+ 1205 ( £l <A2) <3Ai(7r[i + 0l Ag)0; AT0), AR 4 24,0, A0V A, 0M A
— A A 400 A) + f5(A42) 0 (9;400,47 ) )
+ 24agasf, (A2) fs (A2) A;00 4007 A,
— 2a,as (4 7l <A2> fs <A2> Aligh A, A7 A,
+ 3f, (A2> £ (AZ) A;0 Agd; A1 9 AN

— 432(as)2 5 (A2) £ (42) AU 4,0 4,0 g A (4.78)



CHAPTER V

RESULTS AND DISCUSSIONS

5.1 On constrained analysis and diffeomorphism invariance on generalised Proca

theories

In this section, we will review and conclude on the paper [[10]. For this paper,

we are interested in the Faddeev-Jackiw formalism on the generalised of the Proca field.

LgenProca(new) = - ZFiU m2A2 + 063142(8 . A)
+a¢ﬁﬁ%ﬁ—mmwmwMﬂ
+ as [A2(a CA)® — 3(A2)( - A)(8,A,) (07 A7)

+ A (9,A) (7 AN A,)]. (5.1)
In this theory, there are 2 constraints [[10]. The constraints can be written as

D = 7+ asfs(A%) + 20 fo(A%)(V-A)
A,

+ 3a5f5(A2)((VA — 8iA,0; (5.2)

and

—

Oy = V7 — 200 f4(A2) Ay + 205 fL(A?) [,I-(ﬁ + VA — Ay(V- *)]
_— [4 £1(42) <2A[i(7r,~ + 840N A — A,0,A10; Ag
+ Aoa[iAjaj]Ai> 9 f4(A2)V2A0]
— dasog f5(A2) f1(AD)A - V Ag + 1602 [1(A2) f1(A2) AlD; 4007 A,
+ 1205047 f1(A?) f1(A?) + Al9; 4,07 A,
_ Avoé)[iAjﬁﬂAi> —2fi (A2 V24,
+ 2dasasfi(A?) f1(A%) + Alo; A7) A,
+ 3f1(A?)A,0,A"0;A°

+ —423(a5) f5(A%) f2(A?) (5.3)
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5.2 Non-linear Schrodinger-type formulation of scalar field cosmology: two barotropic

fluids and exact solutions
Phenomena in physic can often be described as solutions to same differential
equation. Ermakov-Pinney system is a non-linear 2"¢ order ordinary diferrentail equa-

tion, that is in the form

b(t) + Q()b(t) = (54

b3(t)
In this work, we want to use the Ermakov-Pinney equation to study some events of the
Universe in the context of cosmology. Ermakov-Pinney equation can be related to equa-

tions describing cosmology by using,
b(t) = u~l(t) = a™?(1), (5.5)

where a(t) is scale factor. From , () and X are

Q) = “2;@27 (5.6)
Dn?k?
A= g (5.7)

If X vanishes, the equation (5.4) reduces to homogeneous second order ordinary differ-

ential equation

b(t) + Q(t)b(t) = 0. (5.8)

These system is relate to flat FLRW cosmology where Fridmann and Klein-Gordon equa-

tions are
2
H? = % (%e& + V() + a—Z) : (5.9)
. . dv
c(p+3Ho) = TS (5.10)

Considering Ermakov-Pinney system eq.(5.4), this system can be reparametrized by :(t) =

u(z). The eq.(5.4) becomes 1-dimensional linear Schrodinger equation as

u"(z) + [E — P(z)u(z) = 0. (5.11)
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In this case,

2 /2
Plx) = = "4“25 , (5.12)
D 2,2
E = =t (5.13)
12
Where € = 1 and € = —1 mean canonical scalar field and phantom field respectively.

In case of linear ordinary differential equation, one can use the equation (5.8) and (5.11])
to connect and study together. In this work we want to study in context of cosmology,

therefore we will start from Friedmann equation and acceleration equation as

K2 k

H? = gptot—ga (5.14)
2

P _E<ptot+3ptot>7 (5.15)

where H is Hubble parameter, « is constant (Gravitational constant), k is curvature, a is
scale factor, p;; and p;.; 1s total energy density and total pressure respectively. According

to scalar-tensor theory, the energy density and pressure of scalar field is given by

po = 5+ V(6), (5.16)
1 .
ps = 560" = V(9). (5.17)

In the case of barotropic fluid, the energy density and pressure can be written as

py=D,/a", (5.18)

Dy = Wy sy, (5.19)

where n = 3(1+w). Consider FLRW universe which has non-interacting two barotropic
and minimally coupled scalar field, ¢, as a sources. The density and pressure of two

barotropic fluid read

D, D,
PL= "y P2=
a

n am

(5.20)

and

3 a” 3 am™

p1 = (n — 3) Dy = (m—_?)) Da (5.21)
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where n and m implies types of 1% and 2™ fluids respectively. In this case study, the

Friedmann equation (5.14) can be expressed as

K2 k
H? = — _
3 (p1+ P2+ pg) 22
HJ2 1 2 D1 D2 k
A 1% —+ = - = 5.22
C|ped V@ 2 - (5.22)
and acceleration equation (5.13) yields
(2
- = _E(pl + P2+ pp + 3[p1 + P2 +p¢>]>,
I{2 D1 D2 1 9 (TZ - 3) D1 (m - 3) D2
! [ D1, (m=3)Ds
6([a”+am+2€¢ +V(¢)]+ 3 a3 am
1 .
+5ed? = V(9)]).
2 . D D
- 5 (26¢2 —2V(¢) + (n — 2)—1 + (m— 2)—2) ) (5.23)
6 an am
Recall that
=2 (5.24)
a
So time derivative of the Hubble parameter is written as
. .. . 2 .
p=2-2-2_p (5.25)
a a a
therefore
a . 9
- = H+ H- (5.26)
a
Substituting into eq.(5.23) this gives
. 2 . D D
H+H? = —% <2e¢2 — V() + (n —2)=— + (m — 2)—2) (5.27)
a” am
According to Friedmann equation (5.22)), substituting H? into (5.27) this gives
6 [ - k . 2D, 2D . D D
— (H——2> +e¢2—|——nl—|——m2 = —26¢2—(n—2)—;—(m—2)—7j
K a a a a a
6 k 2D, 2D D 2D Dy, 2D
S(H-5 )43+ —+=2 = —n— +— —m— + —
52 2 am™ am am® am™ am am™
- 2 (- k nD mD
2 _ _= H v N 1 N 2
¢ K2 ( a2) 3a™  3a™

(5.28)
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Substituting (5.28) into Friedmann equation (5.22), the potential, V' (¢), can be obtain as

H k  k*[ nDy mD D, D k
o Mk kT nby 2 Dy 2
B+ 3 3a? * 3 { 6a™  6a™ VIO + an +am]

H 2k K2 6 —n\ D 6 —m\ D,
H>+— 1+ = = = i - ) =
+3+3a2 3 {( 6 )a”+< 6 )am+v(¢)]
3 H 2k 6—n\ D 6 —m\ D,
|\ HP+r =+ =] = i - )=
I<L2< +Z’>—i_?>a2> (6 )a“+( 6 >am+v<¢)

Vig) = % H2+E+%>+(n—6)&+(m—6>&

6 a” 6 am

(5.29)

Note that it is sufficient to consider Friendmann and acceleration equations because
Klien-Gordon equation is a consequence of these two equation. The value of n or m
determine types of fluids i.e. n = 0 for w = —1 (cosmological constant), n = 2 for
w = —1/3,n = 3 for w = 0 (non-relativistic matter), n = 4 for w = 1/3 (radiation),

and n = 6 for w = 1 (stiff fluid).

Now, we accomplish to construct Fridmann equation and acceleration one for
scalar field and two barotropic fluids as a sources. Then, we need to construct Schrodinger

formalism (5.11)) which associate with two barotropic fluid. Let us define
u(z) = a(t)™?, (5.30)

By using #(t) = u(x), the Schrédinger formalism (5.11)) can be calculated as follows.

First, let us take derivative with respect to z to equation (5.30),

du  dudt —_na_n/Qg

d_x N Ed_x 2u a
-2
H = —u(x) (5.31)
n .
—n - dt -nH
" — _H_ -
uw'(z) 2 dx 2 u
H = _—2u”(x)u(x) (5.32)
n

Furthermore, from eq.(5.30), we obtain the following useful relations

a=u"¥" d"=u? d"=u"m (5.33)
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Then, substituting H and H into Friedmann equation and using potential equation (5.29),

this gives

4
ﬁ(u/>2

12
- u/)2

n

2
%UH(%)U(%)
2

%U”(ﬂﬁ)

where

)21 ., 3/4 ., -2, 2%k
Eliegb + — (ﬁ(u) + —u (x)u(x)—i—@)

K 3n
n—=6 D1 m—6 D2 D1 DQ k
+ —_t— )=+ —+ | — =,
6 am 6 am  a®  a™ a?

1., 12 5 =6 2%k
§€¢ +%@+ 3&2711//(%)“(%) + Kk2a?

(TL—6) D1 (m—6> D2 D1 DQ 3k
+ — | — )=+ +=-

6 ar 6 am  a*  am  Kk2a?’
1 .,u*(z) nD , mDy . ko u(z)
EE(b u?(x) 6 (@) + 6 w(@) k2a? u(z)’
1 .5, nD mDy .. k1
§e¢ a”(t)u(zx) + ?u(x) 5 ¢ u(z) — mQaQM’
k*n?D ) k*mD o
5 u(w) (4e¢2a”(t) + 2 na" u(z)
~—— ~ ~~
-FE P(x)
_%’fu(x)@—n)/n
(5.34)
Finally, the equation (5.28) and (5.29) can be obtained as,
" nk (4—n)/n
u'(z) + [E — P(x)]u(z) = —7u(x) : (5.35)
Kk2n?
E = —=2-Di, (5.36)
2
. D
P(z) = %a(t)"eé(t)2+n122m2na”_m. (5.37)

We encounter non-linearity equation (5.35) which is called non-linear Schrédinger equa-

tion (NLS). We can express kinetic term, e¢?(), and potential, V (¢), and other cosmo-

logical quantities as a function of u(z). According to kinetic term eq.(5.28) and potential



74

(65.29), using (5.30), (5.31)), (5.32), (5.33) and (5.36) this gives

. 2 (-2 nDiu?  mDyu?™"
2 _ " 4/n 1 2 .
ep(t): = —?(WUU—ku/>— 5 3 ;
4 2ku*/™  AFu?  mDyu®™/"
Y TN W e N et A Y (5.38)
nk? K2 nk? 3
and
3 [4()?  2u'u  2kut/" n—6 m — 6
V - = . _D 2 e D 2m/n
() /{2( n? 3n * 3 * 6 e 6 2
12(u)*  2u"u N 2ku'/" 2BV’ 12Eu? m — 6 Dy
n2k? nk? K2 nk? n2k? 6
(5.39)
Let us consider eq.(5.37). We are able to rearrange this term as
2n (4, 2kut"  AFBu?  mDgu™"
Pl) = 1 (W“” K2 + nk? 3 )
D
+—Tr;22/£2nu_2u2m/”,
2P(z)u® 2, 2kutm 2Bw? 3kut/m 540
Ten T ettt TE T e e (549

Substituting into equation (5.39), we obtain the expression of potential as function of u

Vig) =

12(u)?  2P(x)u? N Skut/m N 12Bu®  [(m —6
n2k? K2n K2 n2k?

T) Dyu®™™ (5.41)

The scalar field energy density and pressure can be expressed in terms of u by using

kinetic term, eq(5.38), and potential, eq.(5.41)),

2, kutm 2B mBau®™n 12(u)? 2P(x® | 3kut/
Ps = WUU—{— K2 + nKZ 6 * n2k2  —R2n + K2

n2k?
12(u)?  3ku*™  12Eu? .
T n2? * K? * n?k? — Dy,
12(u)?  3kut/"
_ L2007 Sk 2 - Dy (5.42)

n2k? K2
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and

Py = %€¢2—V(¢),

= Py — 2V(¢)7
12(u)?  3kut/m : omm 0 (AW)? 2u"u  2kut/m
T Tn2R2 + K2 Dy — Dou™/" - K2 n?2  3n * 3

_ n—0 D1u2 _ m__6 ‘D2uQm/n7
3 3

12(u)?  3ku*m 24 du'u Akut/m
n2k? + K2 p2R2 +n/<;2 K2

n—3 m—3
— ( 3 ) D1u2 — (T) Dguzm/”,

_ 120 kutr N du"v (n — 3) Dy — <m— 3) Dy

n2k? K2 nK?

(5.43)

In this case, the total energy density and pressure (scalar field + two barotropic fluids)

can be expressed as function of u

Pot = Pg T p1+ P2,
12 N2 3k 4/n
= (2u2) + u2 — Dyu? — Dou®™™ + Dyu? + Dou®™™,
n2k K
12(u)?  3kut/m
+ .

n?k2 K2

(5.44)

Pt = D¢+ P1+ Do,

2 4/n
_ C12(w)? ku*/ n v (n—?)) Dyu? — (m3—3) Do/

n2k? K2 nK? 3

n—3 m—3
(252) D+ (252 D

12(u)2 k4/n 4"
_ _Bl) kY ' (5.45)

n2k? K2 nK?

Let us consider the NLS equation (5.35). We define constant value as

F:_n_k:, O:n—4
2 n

(5.46)

and the NLS equation becomes

u'(z) + [F — P(x)|u(z) = : (5.47)
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Here we encounter NLS equation as the same form as single barotropic case. The con-
tribution of second barotropic fluid is expressed in P(z) as seen in the equation (5.37).
D’ Ambroise [ref] accomplish to find seven exact solutions of NLS for single barotropic

fluid as follows

ui () = e + box + co,  uz(w) = egcos®(box), uz(w) = egtanh(byx),

ug(z) = eoe V7O — boe™ "0 ug(z) = (eo/2)e®"?,  ug(x) = —egcosh? (byz),

ur(x) = eo/x™.
Now, in this work, we will show the first solution in detail and explain some
cosmological interpretation. The first solution is
u(z) = & = egr® + bow + ¢y, (polynomial solution). (5.48)
Taking derivative with respect to  to the equation (5.48) this gives
u'(x) = 2e9x + by, u"(x) = 2ey. (5.49)

Substituting into (5.47) we obtain

F
(e0x? + box + ¢0)¢

20 + E(egr? + box + co) — P(z)(eox? + box + co)

In this case, setting £ = 0, F' = —dy and C' = 0, we obtain

2¢g — P(z)(eor® + bz +co) = —dy. (5.50)
This imply
0 —do
12 —4 —2 d,
D1:—2E::O, n=-—5— =4, k:—ﬂzg. (5.51)
K*n 71 n
Therefore the equation (5.40) is reduced to
2 d
Pr) = ——0*r% (5.52)

eor? + boxr + ¢y
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The relation P(z) correspond to equation (5.50). So, under the conditions £ = 0, F =
—dy, and C' = 0, the solution (5.48) satisfies the NLS equation eq.(5.47) which in this

case is
u'(z) — P(z)u(z) = —dy (5.53)

In this case we obtain n = 4 which refer to radiation for ;. But, there is no radiation for
this solution because of D; = 0, so there is only D fluid and curvature k = dy/2. Let
us consider the solution eq.(5.48), there are two conditions for this one namely e, = 0
and ey # 0. Case one ¢, = 0 the solution (5.48) reduce to u(x) = & = byx + ¢, and the

solution is given
(t) = 22 (eholt=10) _ 1) (5.54)

for by # 0, by definition of scale factor a(t) = u(x)~*™, where u(x) = @(t) can be

obtained by taking time derivative to equation (5.54),
i(t) = coeolt=to), (5.55)
Hence, the scale factor is given by

a(t) = u(x)?",

_ 052/n6—2b0(t—t0)/n‘ (5.56)

According to equation (5.31]), in this case the Hubble parameter can be expressed

as a constant denoted by H, namely,

—2
H = —
Zu(a),
-2
Hy = —b. (5.57)
n
Since n = 4 this gives by = —2H,, and scale factor reads

a(t) = ¢y /2etolt=to), (5.58)
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The expansion of the universe is de Sitter type.

Next, Let us consider to another case by # 0. This give quadratic equation and

solution yields
C(I(t) = 2—20 [\/ —Atan (%A(t - to)) - b0:| s (559)

where A = b2 — 4egey < 0. According to definition of scale factor u(z) = (t) =

a(t)™"/? this gives

w(z) =i = —%se& {—V;A(t - to)] (5.60)
and scale reads
— 2/n
a(t) = u(z)™2/" = [—%cos2 (%A(t - to)>] (5.61)

In this case, we encounter the periodic solution for scale factor. Both scale factor solu-
tions are obtained. However,there is zero energy density for first fluid, D; = 0. But,
the appearance of radiation n = 4 make no sense. The other solutions and cosmological

analysis show in[4]
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