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CHAPTER I

INTRODUCTION

1.1 Background and Motivation

In the recent century, the quantum theory was developed by several scientists
for example, Erwin Schrödinger, Paul M. A. Dirac, Richard P. Feynman, and Julian
Schwinger. We are the new physicist in current century that just study the enormous
prospect of the giant of this major. We have been studied a lot of quantum theory
until impress and appreciate for valuable of knowledge in quantum theory. The joint
of any knowledge is the joint between the theoretical study and the experimental
result. Therefore in this work we try to walk together between theoretical analysis
and experimental complexity. The motivation of this work is the fulfillment of our
knowledge and we attempt to apply this prospect with the low energy physics.

Modern microelectronic devices, solar cells, ultra thin invisible corrosion re-
sistant coating are prepared by using an exciting technique that is called Atomic
Layer Deposition, ALD.

In the recent century Julian Schwinger introduced and developed the Quan-
tum Action(Dynamical) Principle[4] (we can called in short name “QDP”) which is
an important principle for quantum theory.

After Julian Schwinger the originality of quantum action principle published
the context of quantum field theory which was seen by Professor Edward Berg
Manoukian, he was totally appreciate that principle and renamed to the quantum
dynamical principle in his text book.[5].

In the chapter 2, some of compositions in the literature review there are the
explanation of the atomic layer deposition to create the thin film. In the present,
ALD is one of almost the popular of creating thin film technology. The next one,
in brief,we introduce quantum dynamical principle which is the powerful tool for
the quantum theoretical physicists. This theory is useful to create the fundamental
quantum quantity this is the transformation function which can be separated in two
attribute ⟨xt|x′t′⟩ and ⟨xt|p′t′⟩. The first one is called the propagator and the sec-
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ond one is the transformation function. Both of type of transformation function are
introduced by J. Schwinger, provide the viewpoint of quantum propagator. The last
one of this chapter, is briefly of Green’s function that is the important theorem in
the quantum theory. Green’s function is described how the system transfers from
some state to the other state. In the chapter 3, significantly ,is described the cause
of the project that why do we build the thesis. In the other chapter is accorded to
the hypothesis, procedure and the expected result of the whole project.

1.2 Objctive

-To Study the quantum dynamical principle which is powerful method for
quantum mechanics and quantum theory

-To apply this elegance method to other field by using the transformation
function or propagator

-To obtain some mechanism or some parameter which could be explained the
adsorption mechanism on the surface of metalorganic substrate work piece.

1.3 Framework

In this work study only the theoretical prospect of quantum theory and apply
with the adsorption process on the metalorganic surface. Even though in the recent
time there are a lot of programmings and tools to obtain an easy model of the system
in quantum molecular dynamics such as Hatree-Fock approximation(HF), density
functional theory(DFT) but in this work we just present a small piece of theoretical
idea by quantum propagator which is an important behind the scene of their theory.



CHAPTER II

REVIEW GREEN’S FUNCTION

In this chapter, we shall introduce important principle, namely, the Green’s
function which sometimes is called the transfer function in the linear time invariance
(LTI) for the engineers.

2.1 Introduction to Green’s Function

Mainly idea of this theorem come from British mathematician Gorge Green
in recent century[6]. This useful theorem is explain the relation between the source
commonly we introduce the Dirac-delta function δ(x−x′) for the general influence that
be able to change the equilibrium state[7]. The structure of Green’s function is the
impulse response function from the differential equation of the influence source.[8, 9]

Green’s function is the responded function of a linear differential equation
require the both of boundary and initial conditions.

According to the superposition principle, we may write the arbitrary func-
tion f(x) in form of linear combination f(x) = c0f0(x) + c1f1(x) + c2f2(x) + · · · =
∞∑

n=0
cnfn(x), where fn(x) stand for the basis of linear combination. The convolution of

Green’s function with an arbitrary function f(x) is the solution of linear differential
equation for f(x). By the way, if we given the linear operator ˆL(x) acting on the
transfer function in this case it is Green’s function we must be got the source term.
It implies that if there is a Green’s function G(x, x′) of a linear differential operator
L̂(x) acting on the distribution over some space, at a point x′, is a solution of

L̂G(x, x′) = δ(x, x′) (2.1)

where δ(x, x′) is called Dirac-delta function. The property of Green’s function is able
be advantaged to solve the solution of differential equation of the form

Lu(x) = f(x). (2.2)

However, in normally, the Green’s function is imposed by the boundary and initial
condition. If such a function G can be calculated by linear operator L, then, if we
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multiply Eq.( 2.1 ) with the Green’s function f(x) , and integrate over x′, we get
∫

dx′LG(x− x′)f(x′) =
∫

dx′δ(x− x′)f(x′) = f(x) (2.3)

the right hand side is referred to Eq.( 2.2 ), hence
∫

dx LG(x− x′)f(x′)′ = Lu(x) =

f(x). Moreover, from the property of linear differential operator for arbitrary function
ψ(ξ) that is

∫
dξ L̂ψ(ξ) = L̂

(∫
dξ ψ(ξ)

)
, then we obtain

Lu(x) =
∫

dx′ LG(x− x′)f(x′)

(2.4)

Lu(x) = L
∫

dx′ G(x− x′)f(x′)

(2.5)

u(x) =
∫

dx′ G(x− x′)f(x′). (2.6)

Hence, one may obtain function of u(x) through knowledge of Green’s func-
tion and the source term, δ(x− x′). The process relies upon the linearity of operator
L.

The Green’s function be able to split into a sum of two kind of func-
tion,namely, there are the retarded and advanced Green’s function. Sometimes there
are three kind of Green’s function the another one is Feynman Green’s function.
The difference kind of Green’s function is occurring because we need to avoid the
singularities of poles in the complex plane, when we integrate the Fourier transform.

2.2 Green’s function of Poisson Equation

Consider Poisson’s equation for electrodynamics

∇ · E = ρ

ϵ0
where E = −∇ϕ− ∂

∂t
A.

Then now we have the relation between electric potential ϕ(t,x) and Green’s
function G(x − x′)

−∇2ϕ(t,x) = −
∫
d3x ∇2G(x − x′)ρ(t,x

′)
ϵ0

(2.7)
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and from the representation of Green’s function of scalar potential

−∇2G(x − x′) = δ(3)(x − x′). (2.8)

Substituting Eq.( 2.8 ) into Eq.( 2.7 ) to obtain

−∇2ϕ(t,x) =
∫
d3x δ(3)(x − x′)ρ(t,x

′)
ϵ0

= ρ(t,x)
ϵ0

(2.9)

Consider above equation, it is amazed how the potential ϕ(t,x) can depend
upon the charge density ρ(t,x′): at different points at the same time. The scalar
potential, ϕ(t,x), is immediate because of the Coulomb gauge condition ∇ · A = 0,
which is not Lorentz invariant. The gauge-invariant physical field E and B are not
sudden and do describe Lorentz- invariant electrodynamics.

To evaluate the Fourier Transform of Green’s function

G(x) =
∫

d3k eik · xg(k) (2.10)

and the definition of Dirac-delta function in 3-dimensional reads

δ(3)(x) =
∫ d3k

(2π)3 e
ik · x (2.11)

If we apply Fourier transform of Green’s function in Poisson’s equation, then

−∇2G(x) = −(ik)2
∫

d3k eik·xg(k)

= |k|2
∫

d3k eik·xg(k)

=
∫

d3k eik·x|k|2g(k).

Comparison the result of above equation with Eq.( 2.8 ), hence∫
d3k eik·x|k|2g(k) =

∫ d3k
(2π)3 eik·x

or

g(k) = 1
|k|2

1
(2π)2 (2.12)
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The new version Fourier transform of Green’s function by substitute Eq.( 2.12 ) into
Eq.( 2.10 ), we obtain

G(x) =
∫

d3k eik·x 1
|k|2

1
(2π)3 (2.13)

To evaluate the Green’s function by use the integration in spherical coordinate
d3k = |k|2 sin(θ) d|k|dθdϕ and the dot product of k · x = |k||x| cos(θ)

G(x) =
∫

d|k| dθ dϕ ei|k||x| cos(θ) 1

�
��|k|2

1
(2π)3 �

��|k|2 sin(θ)

=
∫

d|k| dθ
∫ 2π

0
dϕ ei|k||x| cos(θ) 1

(2π)3 sin(θ)

= 2π
(2π)3

∫ ∞

0
d|k|

∫ 1

−1
d cos(θ) ei|k||x| cos(θ)

= 2π
(2π)3

∫ ∞

0
d|k| e

i|k||x| − e−i|k||x|

i|k||x|

= 2π
(2π)3

2
|x|

∫ ∞

0
d (|k||x|) ei|k||x| − e−i|k||x|

2 · i
1

|k||x|

= 2π
(2π)3

2
|x|

∫ ∞

0
d (|k||x|) sin |k||x|

|k||x|
.

According to the calculus of residue we can compute
∫ ∞

0

sin(z)
z

dz = π

2
, then

now we have

G(x) = 2π
(2π)3

2
|x|

π

2
= 1

4π|x|
(2.14)

Appendix: Calculus of residue for evaluate I =
∫ ∞

0

sin(z)
z

dz = π

2

There is a simple pole at z = 0 and we have to integrating upper half plane
or semicircle and the limit integrate be −∞ to ∞
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ReZ

ImZ

−R R

C

|Z

−ϵ ϵ

C ′

I =
∫ ∞

−∞

sin(x)
x

dx =
∫ ∞

−∞

eiz

z
dz

= Im
(

2πi Residue of e
iz

z
at z = 0

)
·
(1

2
because integral semicircle

)

= Im
(

2πi lim
z→0

(z − 0) eiz

(z − 0)
· 1

2

)
= Im (iπ)

= π

Therefore I =
∫ ∞

−∞

sin(x)
x

dx = π, then the half of integrating is half of total value or∫ ∞

0

sin(z)
z

dz = π

2

2.3 Green’s Function in Quantum Mechanics

In quantum mechanics the Green’s function is one of important tools to solve
the result of Schrödinger equation

2.3.1 1-Dimensional Free Particle

Let us see the free particle Hamiltonian is shown as the kinetic energy: H =

H0 = p2

2m
. Time - dependence Schrödinger’s equaton as

i~
∂

∂t
ψ = Hψ (2.15)

or (
i~
∂

∂t
−H

)
ψ = 0 (2.16)
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Take to Green’s function formalism

(
i~
∂

∂t
−H

)
G (x2t2;x1t1) = δ (x2 − x1) δ (t2 − t1) (2.17)

The Fourier transform of Green’s function in k − space is described by

G (x2t2;x1t1) =
∫ dkdω

(2π)2 e
i[k(x2−x1)−ω(t2−t1)]G (ω, k) (2.18)

Substituting Eq.( 2.18 ) in to Eq.( 2.17 ), to obtain

(
i~
∂

∂t
−H

)∫ dkdω
(2π)2 ei[k(x2−x1)−ω(t2−t1)]G (ω, k) = δ (x2 − x1) δ (t2 − t1)

R.H.S. =
∫ dkdω

(2π)2

(
i~
∂

∂t
−H

)
ei[k(x2−x1)−ω(t2−t1)]G (ω, k)

=
∫ dkdω

(2π)2

(
i~
∂

∂t
− p2

2m

)
ei[k(x2−x1)−ω(t2−t1)]G (ω, k)

=
∫ dkdω

(2π)2

(
i~
∂

∂t
+ ~2

2m
∂2

∂x2

)
ei[k(x2−x1)−ω(t2−t1)]G (ω, k)

=
∫ dkdω

(2π)2

(
i~ (−iω) + ~2

2m
(ik)2

)
ei[k(x2−x1)−ω(t2−t1)]G (ω, k)

=
∫ dkdω

(2π)2

(
~ω − ~2k2

2m

)
ei[k(x2−x1)−ω(t2−t1)]G (ω, k)

Now we will have Green’s function in k − space as

∫ dkdω
(2π)2

(
~ω − ~2k2

2m

)
ei[k(x2−x1)−ω(t2−t1)]G (ω, k) =

∫ dkdω
(2π)2 ei[k(x2−x1)−ω(t2−t1)]G (ω, k)

G(ω, k) = 1(
~ω − ~2k2

2m

) (2.19)
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Substituting Eq.( 2.19 ) into Eq.( 2.18 ) and then evaluating as a usual integration
we should have

G (x2t2;x1t1) =
∫ dkdω

(2π)2
ei [k (x2 − x1) − ω (t2 − t1)](

~ω − ~2k2

2m

)

= 1
~

∫ dkdω
(2π)2

ei [k (x2 − x1) − ω (t2 − t1)](
ω − ~k2

2m

) .

We have the pole at ω = ~k2

2m
, let us transform ω 7→ ω − ~k2

2m
and dω 7→ dω, we have

G (x2t2;x1t1) = 1
~

∫ dkdω
(2π)2

e
i

[
k (x2 − x1) −

(
ω + ~k2

2m

)
(t2 − t1)

]

ω

= 1
~

∫ dk
(2π)

e
i

[
k (x2 − x1) −

(
~k2

2m

)
(t2 − t1)

] ∫ dω
(2π)

e−1ω(t2−t1)

ω

Remark We have the special function is Heaviside-step function

Θ(t2 − t1) = lim
ϵ→0+

∫ dω
2πi

e−iω(t2−t1)

ω − iϵ
. (2.20)

An above equation becomes

G (x2t2;x1t1) = 1
~

∫ dk
(2π)

e
i

[
k (x2 − x1) −

(
~k2

2m

)
(t2 − t1)

]
lim

ϵ→0+
i
∫ dω

2πi
e−iω(t2−t1)

ω − iϵ

= i

~
Θ(t2 − t1)

∫ dk
(2π)

e
i

[
k (x2 − x1) −

(
~k2

2m

)
(t2 − t1)

]
(2.21)

This session we devote to integrate the last term by redefine the exponential
integrand

i

[
k (x2 − x1) −

(
~k2

2m

)
(t2 − t1)

]
= i~ (t2 − t1)

2m

[
2mk (x2 − x1)
~ (t2 − t1)

− k2
]
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= −i~ (t2 − t1)
2m

k2 − 2mk (x2 − x1)
~ (t2 − t1)

+
(

m (x2 − x1)
~ (t2 − t1)

)2

−
(

m (x2 − x1)
~ (t2 − t1)

)2


= −i~ (t2 − t1)
2m

(k − m(x2 − x1)
~(t2 − t1)

)2

− m2(x2 − x1)2

~2(t2 − t1)2

 (2.22)

Substituting Eq.( 2.22 ) into Eq.( 2.21 ), we have

G (x2t2;x1t1) = i

~
Θ(t2 − t1)

×
∫ dk

(2π)
e

−i~ (t2 − t1)
2m

(k − m(x2 − x1)
~(t2 − t1)

)2

− m2(x2 − x1)2

~2(t2 − t1)2


(2.23)

Let us transform k 7→ k − m(x2 − x1)
~(t2 − t1)

and dk 7→ dk, to obtain

G (x2t2;x1t1) = i

~
Θ(t2 − t1)e

iSS~�����(t2 − t1)
2����m

�����m2(x2 − x1)2

@@~2
�����(t2 − t1)2

∫ dk
(2π)

e
−i~ (t2 − t1)

2m
k

(2.24)
We use the Gaussian integral∫ ∞

−∞
du e−au2

=
√
π

a
(2.25)

and setup

a = i(t2 − t1)
2m~

until now we obtain

G (x2t2;x1t1) = i

~
Θ(t2 − t1)

e

i

~
m(x2 − x1)2

2(t2 − t1)

2π

√
2mπ

i~(t2 − t1)

= i

~
Θ(t2 − t1)e

i

~
m(x2 − x1)2

2(t2 − t1)
√√√√√√ A2m�π

A4��π2︸︷︷︸
2π

i~(t2 − t1)

Eventually, we now obtain Green’s function for 1-dimensional free particle

G (x2t2;x1t1) = i

~
Θ(t2 − t1)

√
m

2πi~(t2 − t1)
e

im(x2 − x1)2

2~(t2 − t1) . (2.26)
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2.3.2 3-Dimensional Free Particle

In this case we attempt to calculate Green’s function of a 3-dimensional free
particle. Define free Hamiltonian

H0 = p2

2m
=
p2

x + p2
y + p2

z

2m
(2.27)

Time-dependent Schrödinger’s equation(
i~
∂

∂t
−H0

)
ψ(x) = 0

Green’s function for 3-dimensional is defined as(
i~
∂

∂t
−H0

)
G(x2t2; x1t1) = δ3(x2 − x1)δ(t2 − t1) (2.28)

Take to Green’s function formalism

(
i~
∂

∂t
−H

)
G (x2t2; x1t1) = δ (x2 − x1) δ (t2 − t1) (2.29)

The Fourier transform of Green’s function in k − space is described by

G (x2t2; x1t1) =
∫ d3k dω

(2π)4 ei [k · (x2 − x1) − ω (t2 − t1)]G (ω,k) (2.30)

Substituting Eq.( 2.30 ) in to Eq.( 2.29 ), to obtain
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(
i~
∂

∂t
−H

)∫ d3k dω
(2π)4 ei [k (x2 − x1) − ω (t2 − t1)]G (ω,k) = δ (x2 − x1) δ (t2 − t1)

∫ d3k dω
(2π)4

(
i~
∂

∂t
−H

)
ei [k (x2 − x1) − ω (t2 − t1)]G (ω,k) = R.H.S.

∫ d3k dω
(2π)4

(
i~
∂

∂t
− p2

2m

)
ei [k · (x2 − x1) − ω (t2 − t1)]G (ω,k) =

∫ d3k dω
(2π)4

(
i~
∂

∂t
+ ~2

2m
∂2

∂x2

)
ei [k (x2 − x1) − ω (t2 − t1)]G (ω,k) =

∫ d3k dω
(2π)4

[
i~ (−iω) + ~2

2m
(ik)2

]
ei [k · (x2 − x1) − ω (t2 − t1)]G (ω, k) =

∫ d3k dω
(2π)4

(
~ω − ~2k2

2m

)
ei [k · (x2 − x1) − ω (t2 − t1)]G (ω,k) = R.H.S.

Now we will have Green’s function in k − space as

∫ d3k dω
(2π)4

(
~ω − ~2k2

2m

)
ei [k · (x2 − x1) − ω (t2 − t1)]G (ω,k)

=
∫ d3k dω

(2π)4 ei [k · (x2 − x1) − ω (t2 − t1)]G (ω,k)

Since we derive Green’s function in momentum - space now we can express
in Eq.( 2.31 )

G(ω,k) = 1(
~ω − ~2k2

2m

) (2.31)

Substituting Eq.( 2.31 ) into Eq.( 2.30 ) and then evaluating as a usual inte-
gration we should have
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G (x2t2; x1t1) =
∫ d3kdω

(2π)4
ei [k · (x2 − x1) − ω (t2 − t1)](

~ω − ~2k2

2m

)

= 1
~

∫ d3kdω
(2π)4

ei [k · (x2 − x1) − ω (t2 − t1)](
ω − ~k2

2m

) .

We have the pole at ω = ~k2

2m
, let us transform ω 7→ ω − ~k2

2m
and dω 7→ dω,

we have

G (x2t2; x1t1) = 1
~

∫ d3kdω
(2π)4

e
i

[
k · (x2 − x1) −

(
ω + ~k2

2m

)
(t2 − t1)

]

ω

= 1
~

∫ d3k
(2π)3 e

i

[
k · (x2 − x1) −

(
~k2

2m

)
(t2 − t1)

] ∫ dω
(2π)

e−iω(t2−t1)

ω

(2.32)

Remark We have the special function is Heaviside-step function

Θ(t2 − t1) = lim
ϵ→0+

∫ dω
2πi

e−iω(t2−t1)

ω − iϵ
.

An above equation Eq.( 2.32 ) becomes

G (x2t2; x1t1) = 1
~

∫ d3k
(2π)3 e

i

[
k · (x2 − x1) −

(
~k2

2m

)
(t2 − t1)

]
lim

ϵ→0+
i
∫ dω

2πi
e−iω(t2−t1)

ω − iϵ

= i

~
Θ(t2 − t1)

∫ d3k
(2π)3 e

i

[
k · (x2 − x1) −

(
~k2

2m

)
(t2 − t1)

]
(2.33)

This session we devote to integrate the last term by redefine the exponential
integrand

i

[
k · (x2 − x1) −

(
~k2

2m

)
(t2 − t1)

]
= i~ (t2 − t1)

2m

[
2mk · (x2 − x1)

~ (t2 − t1)
− k2

]
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= −i~ (t2 − t1)
2m

k2 − 2mk · (x2 − x1)
~ (t2 − t1)

+
(

m |x2 − x1|
~ (t2 − t1)

)2

−
(

m |x2 − x1|
~ (t2 − t1)

)2


= −i~ (t2 − t1)
2m

(|k| − m|x2 − x1|
~(t2 − t1)

)2

− m2(x2 − x1)2

~2(t2 − t1)2

 (2.34)

Substituting Eq.( 2.34 ) into Eq.( 2.33 ), we have

G (x2t2; x1t1) = i

~
Θ(t2 − t1)

×
∫ d3k

(2π)3 e

−i~ (t2 − t1)
2m

(|k| − m|x2 − x1|
~(t2 − t1)

)2

− m2|x2 − x1|2

~2(t2 − t1)2


(2.35)

Let us transform |k| 7→ |k| − m|x2 − x1|
~(t2 − t1)

and d|k| 7→ d|k|, to obtain

G (x2t2; x1t1) = i

~
Θ(t2 − t1)e

iSS~�����(t2 − t1)
2����m

�����m2(x2 − x1)2

@@~2
�����(t2 − t1)2

∫ d3k
(2π)3 e

−i~ (t2 − t1)
2m

|k|2

= i

~
Θ(t2 − t1)e

i

~
m|x2 − x1|2

2(t2 − t1) 1
(2π)3

∫ ∞

0
d|k|

∫ π

0
dθ
∫ 2π

0
dϕ︸ ︷︷ ︸

=2π

|k|2 sin(θ) e
−
i~ (t2 − t1)

2m
|k|2

= i

~
Θ(t2 − t1)e

i

~
m|x2 − x1|2

2(t2 − t1) HH2π
(2π)A3=2

∫ ∞

0
d|k|

∫ 1

−1
d cos(θ)︸ ︷︷ ︸

=2

|k|2 e
−
i~ (t2 − t1)

2m
|k|2

(2.36)

We use the Gaussian integral

∫ ∞

0
du u2n e−au2

= (2n− 1)!!
an 2n+1

√
π

a
(2.37)

and setup

a = i~(t2 − t1)
2m

until now we obtain
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G (x2t2; x1t1) = i

~
Θ(t2 − t1)

e

i

~
m(x2 − x1)2

2(t2 − t1)

(2π)2 A2
(2(1) − 1)!![
i~
2m

(t2 − t1)
]

2A2

√
2mπ

i~(t2 − t1)

= i

~
Θ(t2 − t1)e

i

~
m(x2 − x1)2

2(t2 − t1)
√√√√ �8m3Zπ

��16πA4 �4 [i~(t2 − t1)]3

= i

~
Θ(t2 − t1)e

i

~
m(x2 − x1)2

2(t2 − t1)
√√√√ m3

8π3 [i~(t2 − t1)]3

Eventually, we now obtain Green’s function for 3-dimensional free particle

G (x2t2; x1t1) = i

~
Θ(t2 − t1)

[
m

2πi~(t2 − t1)

]3
2

e

im|x2 − x1|2

2~(t2 − t1) . (2.38)

2.3.3 Green’s Function for Linear Schrödinger Equation

In mathematic, non-linear differential equation is in the form degree of the
right hand side is greater than 1 as

Lf(x) = xn.

An above equation will be non-linear differential equation where n > 1.



CHAPTER III

QUANTUM DYNAMICAL PRINCIPLE

This prospect has been demonstrated to useful tool about high energy physics
and particle physics. Moreover the quantum dynamical principle is able to apply and
study the low energy physics system i.e. atomic theory, scattering theory, the behavior
of material science and etc. The theorical formalism is offered on the transition
amplitude δ ⟨b, t|a, t′⟩ is explained that the particle transfer from a position a and
time t′ to another position b with time t, as an occuring from any differing of some
variables in Hamiltonian operator e.g. external source term, mass, charge, etc. The
main idea for QDP is the functional derivative of Hamiltonian with respect to the
external source term. The benefit of the QDP is used for functional treatment of the
Hamiltonian in a formalism of Green’s function of the propagator.

3.1 The Dynamical Principle

3.2 Summary of How to calculate Propagator via Dynamical Principle

Time dependence Schrödinger’s equation

i~
d
dt
ψ(t) = Eψ(t) (3.1)

i~
d
dt

e−
iHt

~ ψ(t = 0)

 = H

e−
iHt

~ ψ(t = 0)

 (3.2)

i~
d
dt

[U(t)ψ(t = 0)] = H [U(t)ψ(t = 0)] (3.3)

i~
d
dt

[U(t)�����ψ(t = 0)] = H [U(t)�����ψ(t = 0)] (3.4)

i~
d
dt
U(t) = HU(t) (3.5)
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Now we have the equation of motion for the time derivative of time-evolution operator

Summary

How to find the propagator by using the quantum dynamical principle
Definition
1) Notation of propagator

K(x2t2; x1t1) (3.6)

2) Transition amplitude

⟨x2t2; x1t1⟩ (3.7)

3) Chronological Time-Ordering

(. . . )+ or T̂ (. . . ) (3.8)

4) Green’s function

G(x2t2; x1t1) (3.9)

Procedure
1. Define the Hamiltonian operator in coordinate space H = p2

2m
+ V (x)

Hamiltonian of source term

Ĥ(τ) = −x · F(τ) + p · S(τ) (3.10)

The complete Hamiltonian

H ′(λ, τ) = p2

2m
+ λV (x) − x · F(τ) + p · S(τ) (3.11)

Free particle Hamiltonian

H ′(λ = 0, τ) = p2

2m
− x · F(τ) + p · S(τ) (3.12)

= H ′(0, τ)|F,S=0 + Ĥ(τ) (3.13)

= Hλ=0 + Ĥ(τ) (3.14)
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2. Define the transition amplitude which satisfies above equation

⟨a2t2; b1t1⟩, (3.15)

⟨a2t2; b1t1⟩(0), (3.16)

⟨a2t2; b1t1⟩0 (3.17)

where the first symbol is for the propagator of bound system, the second
one is the propagator of free particle with a difference time, and the last one is the
transition of momentum to position state at the initial time.

We attempt to reduce the following step by step to obtain the transition
amplitude ⟨a2t2; b1t1⟩. This can be expressed as

⟨xt2; pt1⟩0 = exp
[
i

~
x · p

]
exp

[
i

~

(
x ·
∫

dτF(τ) − p ·
∫

dτS(τ)
)]

× exp
[
− i

~

∫
dτ
∫

dτ ′S(τ)Θ(τ − τ ′)F(τ ′)
]

(3.18)

The first term in the right-hand side refers to the transition from p to x at the same
time, namely,

⟨xt|pt⟩ =⟨x|U(t− t)|p⟩ (3.19)

=⟨x|p⟩ (3.20)

= exp
[
i

~
x · p

]
(3.21)

(3.22)

The expression of the transition amplitude at the difference time
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⟨xt|pt⟩(0) = exp
[
− i

~

∫
dτ p2

2m

]
⟨xt2; pt1⟩0 (3.23)

= exp

− i

~
1

2m

∫
dτ
(

δ

δS(τ)

)2
 ⟨xt2; pt1⟩0 (3.24)

Substitute Eq.( 3.18 ) into Eq.( 3.24 ) and limit S approaches to zero,

⟨xt|pt⟩(0)
∣∣∣
S=0

= exp

− i

~
1

2m

∫
dτ
(

δ

δS(τ)

)2


× exp
[
i

~
x · p

]
exp

[
i

~

(
x ·
∫

dτF(τ) − p ·
∫

dτS(τ)
)]

× exp
[
− i

~

∫
dτ
∫

dτ ′S(τ)Θ(τ − τ ′)F(τ ′)
]

= exp
[
− i

~
p2

2m
(t− t′)

]
× exp

[
i

~
x · p

]

exp
[
i

~

(
x ·
∫

dτF(τ) − p
m

·
∫

dτF(τ)(t− τ)
)]

× exp
[
− i

~
1

2m

∫
dτ
∫

dτ ′F(τ)(t− τ>)F(τ ′)
]

(3.25)

By using the fact that

S(τ) = F(τ)
m

(t− τ) (3.26)

and

S(τ)Θ(τ − τ ′) =F(τ)
m

(t− τ)Θ(τ − τ ′) (3.27)

=F(τ)
m

[
t− max(τ, τ ′)

2

]
(3.28)
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We define the new operation as τ> = max(τ, τ ′).
Now we come to the complete propagator with potential V (x) which is the

characteristic of these system,

⟨xt|pt⟩ = exp
[
− i

~

∫
dτV

(
−i~ δ

δF(τ)

)]
⟨xt|pt⟩(0)

∣∣∣
S=0

(3.29)

= exp
{

− i

~

∫
dτ
[

p2

2m
+ V

(
−i~ δ

δF(τ)

)]}
⟨xt|pt⟩0|S=0 (3.30)

Therefore, the transformation function can be expressed by the multiple of

⟨xt|pt⟩ = exp
[
− i

~

∫
dτV

(
−i~ δ

δF(τ)

)]
⟨xt|pt⟩(0)

∣∣∣
F,S=0

(3.31)

= exp
[
− i

~

∫
dτV

(
−i~ δ

δF(τ)

)]
exp

− i

~
1

2m

∫
dτ
(

δ

δS(τ)

)2


× ⟨xt|pt⟩0|F,S=0 (3.32)

These equation celebrate the quantum dynamical principle

δ⟨at|bt′⟩ = − i

~

∫
dτ⟨at|δH (q(τ), p(τ), τ ;λ) |bt′⟩ (3.33)

(3.34)

∫ t

t=t′
δ⟨at|bt′⟩ = ⟨at|bt′⟩ − ⟨at′|bt′⟩ (3.35)

= ⟨at|bt′⟩ − ⟨a|b⟩ (3.36)

= R.H.S (3.37)
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L.H.S = − i

~

∫
dτ⟨at|δH (q(τ), p(τ), τ ;λ) |bt′⟩ (3.38)

= − i

~

∫
dτ⟨at|δH

(
−i~ δ

δF(τ)
, i~

δ

δS(τ)
, τ ;λ

)
|bt′⟩ (3.39)

= − i

~

∫
dτH

(
−i~ δ

δF(τ)
, i~

δ

δS(τ)
, τ ;λ

)
⟨at|bt′⟩ (3.40)

The final answer for dynamical principle is

⟨at|bt′⟩ = exp
[
− i

~

∫
dτH

(
−i~ δ

δF(τ)
, i~

δ

δS(τ)
, τ ;λ

)]
⟨xt|pt⟩0|F,S=0 (3.41)

3.3 The Birth of Dynamical Principle

The general Hamiltonian operator

H(t, λ) = H1(t) +H2(t, λ) (3.42)

where λ refers to any parameters such as mass, coupling constant, pre-
scribed frequency, number of atomic, charge of particles, magnetic moment, external
sources,etc.

Suppose, we have the adsorption coefficient to the parameter λ which is
0 < λ < 1. This value of parameter λ or adsorption coefficient means that if the
adsorption on the surface depends on this value.

Consider the time evolution operator, which is the exponential of Hamiltonian
operator

U(t, λ) = exp
[
− i

~
H(t, λ)t

]
(3.43)

Prove with time-dependent Schrödinger’s equation to show that the unitary
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operator is function of t and λ ,

U(t, λ) = exp
[
− i

~
H(t, λ)t

]
(3.44)

= exp
[
− i

~

(
H1(t) +H2(t, λ)

)
t

]
(3.45)

= exp
[
− i

~
H1(t)t− i

~
H2(t, λ)t

]
(3.46)

= exp
[
− i

~
H1(t)t

]
exp

[
− i

~
H2(t, λ)t

]
(3.47)

= U1(t) · U2(t, λ) (3.48)

apply with Eq.( 3.5 ) to obtain

i~
d
dt

[U1(t)U2(t, λ)] = i~
[

d
dt
U1(t)U2(t, λ) + U1(t)

d
dt
U2(t, λ)

]
(3.49)

= i~
[
H1(t)U1(t)

i~
U2(t, λ) + U1(t)

H2(t)U2(t, λ)
i~

]
(3.50)

=
(
H1 +H2

)
U1(t)U2(t, λ) (3.51)

= H(t, λ)U(t, λ) (3.52)

Look at the bottom equation, forthe time-dependence Schrödinger’s equation
reads

i~
d
dt

Ψ(t) = H(t)Ψ(t)

(3.53)

or

i~
d
dt

|Ψ(t)⟩ = H(t)|Ψ(t)⟩ (3.54)

and we have the definition of state ⟨x′|Ψ(t)⟩ = ⟨x′, t|Ψ⟩, one has
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i~
d
dt

⟨x′, t|Ψ⟩ = H(t) ⟨x′, t|Ψ⟩ = ⟨x′, t|H(t) |Ψ⟩

i~
d
dt

⟨x′, t| = ⟨x′, t|H(t) (3.55)

and similarly to the adjoint conjugate

(
i~

d
dt

⟨x′, t|
)†

=
(

⟨x′, t|H(t)
)†

−i~ d
dt

|x′, t⟩ = H†(t) ⟨x′, t|† = H(t) |x′, t⟩ (3.56)

From i~
d
dt
U1(t) = H1(t)U1(t) and i~

d
dt 1 ⟨at| = 1 ⟨at|H1(t) we can see that

physical states ⟨at| are clearly related to the state 1⟨at| or

⟨at| = 1 ⟨at|U †
1(t)U(t, λ) (3.57)

Prove

U(t, λ) = U(t)U(t, λ) = U1(t)U2(t, λ)

U(t, λ)Ψ(x, t) = ⟨x, t|U(t, λ) |Ψ⟩ = ⟨x, t|U1(t)U2(t, λ) |Ψ⟩

Therefore ⟨x, t|U(t) = ⟨x, t|U1(t)U2(t, λ) or

⟨a, t|U(t) = ⟨a, t|U1(t)U2(t, λ)

⟨a, t|U †
1(t)U(t) = ⟨a, t|U †

1(t)U1(t)︸ ︷︷ ︸
=1

U2(t, λ)

⟨a, t|U †
1(t)U(t) = ⟨a, t|U2(t, λ)
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3.4 Definition of Quantum Dynamical Principle

In this section, we devote to prove along mathematical structure of the quan-
tum dynamical principle. By using the derivative of transformation function with
respect to time. Define the transformation functions at a difference time t′ and t by
varying with τ = (t′, t)

⟨at|a′τ⟩ (3.58)

⟨b′τ |bt′⟩ (3.59)

i~
d
dτ

[⟨at|a′τ⟩ ⟨b′τ |b′t′⟩] = i~
[
⟨at| d

dτ
|a′τ⟩ ⟨b′τ |b′t′⟩ + ⟨at|a′τ⟩ ⟨b′τ | d

dτ
|b′t′⟩

]
(3.60)

= i~

⟨at| d
dτ
e

i

~
H2(τ, λ)τ

|a′⟩ ⟨b′τ |b′t′⟩ + ⟨at|a′τ⟩ ⟨b′| d
dτ
e

−
i

~
H2(τ, λ′)τ

|b′t′⟩

 (3.61)

= i~

⟨at|
(
i

~
H2(τ, λ)

)
e

i

~
H2(τ, λ)τ

|a′⟩ ⟨b′τ |b′t′⟩

+ ⟨at|a′τ⟩ ⟨b′|
(

− i

~
H2(τ, λ′)

)
e

−
i

~
H2(τ, λ′)τ

|b′t′⟩

 (3.62)

= i~
[
⟨at|

(
i

~
H2(τ, λ)

)
|a′τ⟩ ⟨b′τ |b′t′⟩ + ⟨at|a′τ⟩ ⟨b′τ |

(
− i

~
H2(τ, λ′)

)
|b′t′⟩

]
(3.63)

= iSS~ ⟨at|
(
i

SS~
H2(τ, λ)

)
|a′τ⟩ ⟨b′τ |b′t′⟩ + iSS~ ⟨at|a′τ⟩ ⟨b′τ |

(
− i

SS~
H2(τ, λ′)

)
|b′t′⟩ (3.64)



25

= ⟨at| −H2(τ, λ) |a′τ⟩ ⟨b′τ |bt′⟩ + ⟨at|a′τ⟩ ⟨b′τ |H2(τ, λ′) |bt′⟩ (3.65)

= ⟨at|a′τ⟩ ⟨b′τ |H2(τ, λ′) |bt′⟩ + ⟨at| −H2(τ, λ) |a′τ⟩ ⟨b′τ |bt′⟩ (3.66)

= ⟨at|a′τ⟩H2(τ, λ′) ⟨b′τ |bt′⟩ − ⟨at|a′τ⟩H2(τ, λ) ⟨b′τ |bt′⟩ (3.67)

= ⟨at|a′τ⟩ [H2(τ, λ′) −H2(τ, λ)] ⟨b′τ |bt′⟩ (3.68)

From H(τ, λ) = H1(τ) +H2(τ, λ), we substitute intoEq.( 3.68 ), to obtain

i~
d
dτ

[⟨at|a′τ⟩ ⟨b′τ |b′t′⟩] = ⟨at|a′τ⟩ [H(τ, λ′) −����H1(τ) −H(τ, λ) +����H1(τ)] ⟨b′τ |bt′⟩
(3.69)

To determine λ′ as λ′ = λ+ δλ an

i~
d
dτ

[⟨at|a′τ⟩ ⟨b′τ |b′t′⟩] = ⟨at|a′τ⟩ [H(τ, λ+ δλ) −H(τ, λ)] ⟨b′τ |bt′⟩ (3.70)

= ⟨at|a′τ⟩ δH(τ, λ) ⟨b′τ |bt′⟩ (3.71)

Setup a′ = b′ for arbitrary constant, we have

i~
d
dτ

[⟨at|a′τ⟩ ⟨b′τ |b′t′⟩]
∣∣∣∣∣
a′=b′

= i~
d
dτ

[⟨at|a′τ⟩ ⟨a′τ |b′t′⟩] (3.72)

= ⟨at| δH(τ, λ) |bt′⟩ (3.73)

=>

i~
d
dτ

⟨at|bt′⟩ = ⟨at| δH(τ, λ) |bt′⟩ (3.74)

Integrate over τ from t′ to t, to obtain

∫ t

t′
d ⟨at|bt′⟩ = − i

~

∫ t

t′
dτ ⟨at| δH(τ, λ) |bt′⟩ (3.75)

δ ⟨at|bt′⟩ = − i

~

∫ t

t′
dτ ⟨at| δH(τ, λ) |bt′⟩ (3.76)
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Hamiltonian correspondence as H = H(q, p, τ ;λ) in Heisenberg picture

U † (τ, λ)H(q, p, τ ;λ)(τ, λ) = H(q(τ), p(τ), τ ;λ) (3.77)

It is allowed to the δ ⟨at|bt′⟩

δ ⟨at|bt′⟩ − i

~

∫ t

t′
dτ ⟨at| δH(q(τ), p(τ), τ, λ) |bt′⟩ (3.78)

This equation is celebrated Schwinger’s dynamical (action) principle or the quantum
dynamical principle. It is expressed in terms of the physical states |at⟩ and |bt⟩′ which
depend on λ. Needless to say, q and p in equation may carry indices corresponding
to various degree of freedom.

3.5 Functional Treatment via Dynamical Principle

Given the Hamiltonian, in general, it is combined by two part of kinetic and
potential energy

H = p2

2m
+ V (x) (3.79)

Compact to the external source

H ′(τ, λ) = p2

2m
+ λV (x) − x · F(τ) + p · S(τ) (3.80)

If we setup λ = 0 this implies that we now consider the free particle, or

H ′(τ, λ)|λ=0 = p2

2m
+ λV (x)|λ=0 − x · F(τ) + p · S(τ)

H ′(τ, 0) = p2

2m
− x · F(τ) + p · S(τ) (3.81)

Consider Eq.( 3.81 ) refers to the system which there is no potential, thus
we can say this is to free particle system. Consequently, for show how QDP is an
elegance and a powerful tool to find the transformation function

⟨xt|pt′⟩ (3.82)

where x and p is position and coordinate by its imply that nonresponse at
time t and t′ or final and initial time respectively.
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3.6 The dawn of quantum dynamical principle

We can prove from the variational of transformation function in Eq.( 3.81 ),
we obtain

δ ⟨xt|pt′⟩ =
(

− i

~

) ∫ t

t′
dτ δ

(
λV (x)

)
⟨xt|pt′⟩ (3.83)

After we integrate along λ = 0 to 1 we can eliminate λ that appear in transformation
function as ∫

δ ⟨xt|pt′⟩ =
(

− i

~

) ∫ t

t′
dτ
∫ 1

λ=0
dλ

(
V (x)

)
⟨xt|pt′⟩

∫ d ⟨xt|pt′⟩
⟨xt|pt′⟩ =

(
− i

~

) ∫ t

t′
dτ
∫ 1

λ=0
dλ

(
V (x)

)

⟨xt|pt′⟩(λ=1) = exp
[(

− i

~

) ∫ t

t′
dτ V (x)

]
⟨xt|pt′⟩(λ=0)

⟨xt|pt′⟩ = exp
[(

− i

~

) ∫ t

t′
dτ V (x)

]
⟨xt|pt′⟩(0) (3.84)

According to the Heisenberg equation we can replace x and p by −i~ δ

δF(τ)
and

i~
δ

δS(τ)
respectively. To evaluate the vanishing of external source or F = S = 0, we

can substitute x = −i~ δ

δF(τ)
into Eq.( 3.84 ) we have

⟨xt|pt′⟩ = exp
[(

− i

~

) ∫ t

t′
dτ V

(
−i~ δ

δF(τ)

)]
⟨xt|pt′⟩(0)

∣∣∣
F,S=0

(3.85)

Look at Eq.( 3.85 ), it may refer to the transformation function of the free particle
system and is expressed as

⟨xt|pt′⟩(0) = exp
[
− i

~

∫ t

t′
dτ
(

p2

2m

)]
⟨xt|pt′⟩(0) (3.86)

or

⟨xt|pt′⟩(0)
∣∣∣
F,S=0

= exp
[
− i

~
1

2m

∫ t

t′
dτ
(
i~

δ

δS(τ)

)]∣∣∣∣∣
F,S=0

⟨xt|pt′⟩(0) (3.87)

We can see the last term, ⟨xt|pt′⟩(0), may refer to the transformation function
of external sources which generate an equation of motion and satisfy

Ĥ(τ) = −x · F(τ) + p · S(τ). (3.88)
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This Hamiltonian has no both of kinetic and potential terms but there are the source
term which satisfy that the external source F generates x or space translation and
for source S generates p or momentum translation.

We arise to Hamilton equations which are

dx
dτ

= ẋ = ∂H

∂p = S(τ) (3.89)

dp
dτ

= ṗ = −∂H

∂x = F(τ) (3.90)

and

dH
dτ

= ∂H

∂τ
(3.91)

From Heisenberg equation we can see that x operator at time τ in the interval
τ = (t′, t)

ẋ = d
dτ

x(τ) = S(τ) (3.92)∫ x(t)

x(t′)
dx =

∫ t

t′
dτ S(τ) (3.93)

x(t) − x(t′) =
∫ t

t′
dτ S(τ) (3.94)

x(t) − x(τ) =
∫ t

t′
dτ (0)S(τ)︸ ︷︷ ︸

turn-off

+
∫ t

t′
dτ (1)S(τ)︸ ︷︷ ︸

turn-on

(3.95)

x(t) − x(τ) =
∫ t

t′
dτ ′ Θ(τ − τ ′)S(τ ′) (3.96)

x(τ) = x(t) −
∫ t

t′
dτ ′ Θ(τ − τ ′)S(τ ′) (3.97)

and similarly to p operator

ṗ = d
dτ

p(τ) = F(τ) (3.98)∫ p(t)

p(t′)
dp =

∫ t

t′
dτ F(τ) (3.99)

p(t) − p(t′) =
∫ t

t′
dτ F(τ) (3.100)

p(τ) − p(t′) =
∫ t

t′
dτ (0)F(τ)︸ ︷︷ ︸

turn-off

+
∫ t

t′
dτ (1)F(τ)︸ ︷︷ ︸

turn-on

(3.101)

p(τ) − p(t′) =
∫ t

t′
dτ ′ Θ(τ − τ ′)F(τ ′) (3.102)

p(τ) = p(t′) +
∫ t

t′
dτ ′ Θ(τ ′ − τ)F(τ ′) (3.103)
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Their implement on the source p turn-on at time τ = (t′, τ) and for x operator
turn-on at time τ = (τ, t) or after operator p turn-off.

where x and p in square bracket on the right-hand sides of the above two
equations are Grasmann number and we have used the relation

0 ⟨xt| x(t) = x 0 ⟨xt| (3.104)

p(t) |pt′⟩0 = |pt′⟩0 p (3.105)

We can see that

⟨xt| x(τ) |pt′⟩λ=0 = ⟨xt| x(τ) |pt′⟩0

= ⟨xt| x(t) −
∫ t

t′
dτ ′ Θ(τ − τ ′)S(τ ′) |pt′⟩0

= ⟨xt| x(t) |pt′⟩0 − ⟨xt|
∫ t

t′
dτ ′ Θ(τ − τ ′)S(τ ′) |pt′⟩0

= ⟨xt| x |pt′⟩0 − ⟨xt|
∫ t

t′
dτ ′ Θ(τ − τ ′)S(τ ′) |pt′⟩0

=
[
x −

∫ t

t′
dτ ′ Θ(τ − τ ′)S(τ ′)

]
⟨xt|pt′⟩0 (3.106)

and similarly to p(τ)

⟨xt| p(τ) |pt′⟩λ=0 = ⟨xt| p(τ) |pt′⟩0

= ⟨xt| p(t′) +
∫ t

t′
dτ ′ Θ(τ ′ − τ)F(τ ′) |pt′⟩0

= ⟨xt| p(t′) |pt′⟩0 + ⟨xt|
∫ t

t′
dτ ′ Θ(τ ′ − τ)F(τ ′) |pt′⟩0

= ⟨xt| p |pt′⟩0 + ⟨xt|
∫ t

t′
dτ ′ Θ(τ ′ − τ)F(τ ′) |pt′⟩0

=
[
p +

∫ t

t′
dτ ′ Θ(τ ′ − τ)F(τ ′)

]
⟨xt|pt′⟩0 . (3.107)
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As for λ = 0 at the coincident time or the same time, Eq.( 3.106 ) and
Eq.( 3.107 ) can be rewritten as

−i~ δ

δFτ ⟨xt|pt⟩0 = ⟨xt| x(τ) |pt′⟩0 =
[
x −

∫ t

t′
dτ ′ Θ(τ − τ ′)S(τ ′)

]
⟨xt|pt′⟩0 (3.108)

and

−i~ δ

δSτ ⟨xt|pt⟩0 = ⟨xt| p(τ) |pt′⟩0 =
[
p +

∫ t

t′
dτ ′ Θ(τ ′ − τ)F(τ ′)

]
⟨xt|pt′⟩0 (3.109)

Now integrate equation Eq.( 3.108 ) and Eq.( 3.109 ) to

∫ d ⟨xt|pt′⟩
⟨xt|pt′⟩ = i

~

∫ t

t′
dτF(τ)

[
x −

∫ t

t′
dτ ′ S(τ ′)Θ(τ ′ − τ)

]
(3.110)

ln
[

⟨xt|pt′⟩
⟨xt′|pt′⟩

]
= i

~

[∫ t

t′
dτF(τ) x −

∫ t

t′
dτ
∫ t

t′
dτ ′ S(τ ′)Θ(τ ′ − τ)F(τ)

]
(3.111)

To obtain

⟨xt|pt′⟩ = ⟨xt′|pt′⟩0 exp
(
i

~

[∫ t

t′
dτF(τ) x −

∫ t

t′
dτ
∫ t

t′
dτ ′ S(τ ′)Θ(τ ′ − τ)F(τ)

])
= exp

(
i

~
xp
)

exp
(
i

~

[∫ t

t′
dτF(τ) x −

∫ t

t′
dτ
∫ t

t′
dτ ′ S(τ ′)Θ(τ ′ − τ)F(τ)

])
= exp

(
i

~
xp
)

exp
(
i

~

∫ t

t′
dτF(τ) x

)
exp

(
− i

~

∫ t

t′
dτ
∫ t

t′
dτ ′ S(τ ′)Θ(τ ′ − τ)F(τ)

)
(3.112)

and for p also

∫ d ⟨xt|pt′⟩
⟨xt|pt′⟩ = − i

~

∫ t

t′
dτS(τ)

[
p +

∫ t

t′
dτ ′ Θ(τ − τ ′)F(τ ′)

]
(3.113)

ln
[

⟨xt|pt′⟩
⟨xt′|pt′⟩

]
= − i

~

[∫ t

t′
dτS(τ) p +

∫ t

t′
dτ
∫ t

t′
dτ ′ S(τ)Θ(τ − τ ′)S(τ ′)

]
(3.114)

To obtain
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⟨xt|pt′⟩ = ⟨xt′|pt′⟩0 exp
(

− i

~

[∫ t

t′
dτS(τ) p +

∫ t

t′
dτ
∫ t

t′
dτ ′ S(τ)Θ(τ − τ ′)F(τ ′)

])
= exp

(
i

~
xp
)

exp
(

− i

~

[∫ t

t′
dτS(τ) p +

∫ t

t′
dτ
∫ t

t′
dτ ′ S(τ)Θ(τ − τ ′)F(τ ′)

])
= exp

(
i

~
xp
)

exp
(

− i

~

∫ t

t′
dτS(τ) x

)
exp

(
− i

~

∫ t

t′
dτ
∫ t

t′
dτ ′ S(τ)Θ(τ − τ ′)F(τ ′)

)
(3.115)

Look at the expectation of pure source Hamiltonian

H (x,p, τ) = H

(
−i~ δ

δF(τ)
, i~

δ

δS(τ)

)
(3.116)

⟨xt| Ĥ ′ |pt′⟩
∣∣∣
λ=0

= ⟨xt| − x(τ) · F(τ) + p(τ) · S(τ) |pt′⟩ (3.117)

= ⟨xt| − i~
δ

δF(τ)
+ i~

δ

δS(τ)
|pt′⟩

∣∣∣∣∣ λ=0
F,S=0

. (3.118)

From the time-dependent Schrödinger’s equation, we obtain

i~
d
dτ

⟨xt|pt′⟩0 = ⟨xt| Ĥ ′ |pt′⟩
∣∣∣
λ=0

(3.119)

= ⟨xt| − i~
δ

δF(τ)
+ i~

δ

δS(τ)
|pt′⟩

∣∣∣∣∣ λ=0
F,S=0

. (3.120)

Devided by i~

d
dτ

⟨xt|pt′⟩0 = ⟨xt| − δ

δF(τ)
+ δ

δS(τ)
|pt′⟩

∣∣∣∣∣ λ=0
F,S=0

(3.121)

substitute Eq.( 3.97 ) and Eq.( 3.103 ) into above equation

d
dτ

⟨xt|pt′⟩0 = ⟨xt| − i

~

[
x(t) −

∫ t

t′
dτ ′ Θ(τ ′ − τ)S(τ ′)

]
+ i

~

[
p(t′) +

∫ t

t′
dτ ′ Θ(τ ′ − τ)F(τ ′)

]
|pt′⟩| λ=0

F,S=0
(3.122)

=
[
i

~

(
x −

∫ t

t′
dτ ′Θ(τ ′ − τ)S(τ ′)

)
− i

~

(
p +

∫ t

t′
dτ ′Θ(τ − τ ′)F(τ ′)

)]
⟨xt|pt′⟩|λ=0 .

(3.123)
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We integrate along time t = (t′, t), we already have∫ d ⟨xt|pt′⟩0
⟨xt|pt′⟩0

= i

~

∫ t

t′
dτ x − i

~

∫ t

t′
dτ
∫ t

t′
dτ ′Θ(τ ′ − τ)S(τ ′)

− i

~

∫ t

t′
dτ p − i

~

∫ t

t′
dτ
∫ t

t′
dτ ′Θ(τ − τ ′)F(τ ′) (3.124)

ln
[

⟨xt|pt′⟩0
⟨xt′|pt′⟩0

]
= i

~

∫ t

t′
dτ x − i

~

∫ t

t′
dτ
∫ t

t′
dτ ′Θ(τ ′ − τ)S(τ ′)

− i

~

∫ t

t′
dτ p − i

~

∫ t

t′
dτ
∫ t

t′
dτ ′Θ(τ − τ ′)F(τ ′). (3.125)

The result show as in below

⟨xt|pt′⟩0 = ⟨xt′|pt′⟩0 exp
[
− i

~

∫ t

t′
dτ p − i

~

∫ t

t′
dτ
∫ t

t′
dτ ′Θ(τ − τ ′)F(τ ′)

]
(3.126)

= ⟨x|p⟩0 exp
[
− i

~

∫ t

t′
dτ p − i

~

∫ t

t′
dτ
∫ t

t′
dτ ′Θ(τ − τ ′)F(τ ′)

]
(3.127)

= exp
(
i

~
xp
)

(3.128)

× exp
[
i

~

∫ t

t′
dτ x − i

~

∫ t

t′
dτ
∫ t

t′
dτ ′Θ(τ ′ − τ)S(τ ′)

]
(3.129)

× exp
[
− i

~

∫ t

t′
dτ p − i

~

∫ t

t′
dτ
∫ t

t′
dτ ′Θ(τ − τ ′)F(τ ′)

]
(3.130)

Consider the variational of our transformation, we have

δ

δF(τ)
⟨xt|pt′⟩0 = i

~

[
x −

∫ t

t′
dτ ′ Θ(τ ′ − τ ′)S(τ ′)

]
⟨xt|pt′⟩0 (3.131)

and

δ

δS(τ)
⟨xt|pt′⟩0 = − i

~

[
p +

∫ t

t′
dτ ′ Θ(τ − τ ′)F(τ ′)

]
⟨xt|pt′⟩0 (3.132)

Solve the solution of transformation function by integrating Eq.( 3.132 ) as

δ ⟨xt|pt′⟩0
⟨xt|pt′⟩0

= − i

~

[
p +

∫ t

t′
dτ ′Θ(τ − τ ′)F(τ ′)

]
δS(τ) (3.133)

∫ d ⟨xt|pt′⟩0
⟨xt|pt′⟩0

= − i

~

∫ [
p +

∫ t

t′
dτ ′Θ(τ − τ ′)F(τ ′)

]
dτS(τ) (3.134)

= − i

~

[
p
∫ t

t′
dτS(τ) +

∫ t

t′
dτ
∫ t

t′
dτ ′S(τ)Θ(τ − τ ′)F(τ ′)

]
(3.135)

ln
[

⟨xt|pt⟩0
⟨xt′|pt⟩0

]
= − i

~

[
p
∫ t

t′
dτS(τ) +

∫ t

t′
dτ
∫ t

t′
dτ ′S(τ)Θ(τ − τ ′)F(τ ′)

]
(3.136)
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The result show as in below

⟨xt|pt⟩0 = ⟨xt′|pt′⟩0 exp
[
− i

~

∫ t

t′
dτ p − i

~

∫ t

t′
dτ
∫ t

t′
dτ ′Θ(τ − τ ′)F(τ ′)

]
(3.137)

= ⟨x|p⟩0 exp
[
− i

~

∫ t

t′
dτ p − i

~

∫ t

t′
dτ
∫ t

t′
dτ ′Θ(τ − τ ′)F(τ ′)

]
(3.138)

= exp
(
i

~
xp
)

(3.139)

× exp
[
− i

~

∫ t

t′
dτ p − i

~

∫ t

t′
dτ
∫ t

t′
dτ ′Θ(τ − τ ′)F(τ ′)

]
(3.140)



CHAPTER IV

ATOMIC LAYER DEPOSITION

Atomic layer deposition is one of several processes in material science of
growth or deposition the thin film (this mean that the thickness less than 5 microm-
eters) on the surface of substrate.

This method allows to deposit thin film of a variety of materials by tak-
ing advantages of sequential chemical processes that occur in a specially designed
ALD reactor. The most important components of ALD reactor, that uses gas phase
chemicals are shown in this simplified model.

The chemical, that are used for the deposition, are called precursors and
enter the reaction chamber along with the carrier gas. A vacuum pump is used to
ensure a low pressure and that the reaction by products and precursor leftover are
removed. The precursors enter the reaction chamber one at a time and react with

Figure 1 A model of Ga2O3 oxidation and adsorption process on SiO2 sur-
face
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the substrate in a self limiting manner. As the substrate is repeatedly exposed to
different precursors a thin film of desired material is deposited in each cycle. The
thickness of a thin film depends on the number of the cycles.

As an example would be the deposition of gallium oxide Ga2O3 on a silicon
substrate by using trimethylgallium (TMG) or Ga(CH3)3 and water vapor as precur-
sors and oxide OH− as carrier gas[1, 2]. In this process the deposition cycle consists
of four steps.

In the first step, gallium oxide Ga2O3 is inserted into the chamber and that
reacts or purges with the hydroxyl group i.e. hydrogen chloride of hydrochloric acid
(HCl) on the substrate surface, forming the first layer. As a result, hydrogen chloride
is produced as some hydrogen gases are removed from the galluim oxide and hydrogen
from the hydroxyl group. The excess trimethylgallium (TMG) and hydrogen chloride
are then removed from the chamber in the second step by purging with the carrier gas
be hydrogen gas. In the third step, the second precursors, water vapor (at the plasma
state), is inserted into the chamber and that reacted with the gallium oxide on the
surface. As a result, methyl CH3 is replaced with hydroxide and gallium dioxide is
formed[1].

Finally, in the fourth step, the excess water vapor is purged from the cham-
ber with carbondioxide CO2, leaving behind the first layer of gallium dioxide. By
repeating this cycle, a film with desired thickness can be deposited.

The structure of the deposited film depends upon the substrate tempera-
tures. For example, amorphous film scan be obtained at lower temperatures and
crystallized films at higher temperatures. The substrate material and the thickness
of the deposited layer.

The advantages of atomic layer deposition process is easy to control the
thickness of the thin film. The deposition of multilayer is straightforward because
the thickness depend on the number of repeat cycle. Moreover, ALD can be used for
complicated surface material even high complexity.



CHAPTER V

CONCLUSION:ON THE INTERACTION OF
ADSORPTION PROCESS

The study of adsorption is importance in the field of surface science. Often
there are many important step in the preparation of a device such as in the growth
of semiconductor devices. But adsorption can also be of significant importance in
industrially relevant processes such as in the production of coating car or house glass
and coating surface of jewelry to make the hard surface. The most significant example
is chemical catalysis since the reactants have to adsorb on the clean surface before
they can react. But also from a fundamental point of view the physical and chemical
factors determining adsorption processes are most interesting.

In this chapter, we will show the behavior of atomic adsorption on the sur-
face and introduce the basic quantities necessary to explain the adsorption. After
classifying the different ways of adsorption process the necessary theoretical tools can
use to treat these systems will be shown.

We can accord an article from W. Kohn 1994, which describes the potential
for atomic adsorption via adsorption coefficient[10, 11] approaches to square root of
energy, s(E) → E1/2. For the propagator which can be describes the behavior of
quantum system by using the quantum dynamical principle. According to this paper,
author prefer the behavior of adsorbed atom on surface to be the same with a step-
potential and the energy of atom is the eigenvalue from Schrödinger equation with
Bloch theorem, we suppose the potential geometry is the periodic function, u(x) in
one-dimensional, for modeling the behavior of clean surface.
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