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#### Abstract

The purpose of this research is to study cosmological consequences of the coupling between dark energy and dark matter through general disformal transformations. Using dynamical analysis, the influence of general disformal coupling on the evolution of background universe is investigated. We have found two new classes of fixed points for the case where disformal coefficient depends on both scalar field and its kinetic term. One of these classes of the fixed points is the generalization of disformal fixed point found in literature, while the other class of the fixed points occurs only when disformal coefficient depends on kinetic term of the scalar field. For the same value of the parameters of model, the stable fixed points in these classes can take two different physically relevant values. In addition to the background evolution, we also explore properties of density perturbations of the Universe for the case of disformal coupling. We analyze how both linear and non-linear density contrast of matter evolve with time on small scales. Based on this analysis, the growth of large scale structure in the Universe, the spherical collapse of the overdense regions and cluster number counts are investigated. We have found that the disformal coupling can affect an enhancement of the cluster number counts at late time.


## CHAPTER I

## INTRODUCTION

After Einstein has proposed the general theory of relativity in 1915, this theory has been tested many times until now. For example, the precession of Mercury's orbit [1], 2], gravitational lensing [3, 4, ,5], the gravitational deflection of light by the Sun [6, 7, 8]. Moreover, this theory has been being used to describe the macroscopic systems, such as galaxies, clusters of galaxies and also our Universe. However, the general relativity theory encounters with important problems: Firstly this theory cannot describe phenomena at the quantum gravity level. Secondly it cannot be used to explain the present accelerating expansion of the Universe unless the mysterious form of energy with negative pressure, called dark energy, is introduced [9, 10]. These are some reasons why at present the Einstein theory of gravity is faced with many questions as well as the Newton theory. Therefore, physicists modify the Einstein theory of gravity in order to associated with the observations. The important models of modified gravity are scalar tensor theories. These theories reveal an interaction between dark energy and dark matter in some frames. In this work we will study this interaction inspired by general scalar tensor theories.

The observational data of Supernova Type Ia (SN Ia) [11, 12, 13], CMB observation [14, 15, 16], Large-scale structure surveys (LSS) [17, 18, 19] indicated that currently the Universe is in the phase of an accelerating expansion. In order to explain this phenomenon, we can assume that dynamics of the present Universe is dominated by some form of energy e.g. dark energy, or physics of gravity should deviate from Einstein theory of gravity on large scales (greater than 100 Megaparsec). For this reason the cosmological constant has been reconsidered as a source of the accelerating behaviour of the Universe 20]. However, it cannot exactly be identified whether the cosmological constant really drive a present ac-
celeration of the Universe. The $\Lambda$ CDM model in which the accelerating expansion of the Universe is driven by the cosmological constant, is currently a standard model of the Universe because this model is in agreement with the observational data [21, 22]. Nevertheless, the standard $\Lambda$ CDM model of the Universe appears to be extremely fine-tuned [23], because from the prediction from particle physics the vacuum energy density is much larger than the observed value of dark energy [20, 24]. This is the reason why physicists have been constructing new theories in order to satisfy with the data from the observations.

In the standard $\Lambda$ CDM model of cosmology, at the present epoch the Universe appears to be extremely fine-tuned. In attempt to alleviate the finetuned problem, the various models of time dependent $\Lambda$ are proposed, for example dark energy models or the models in which the $\Lambda$ depends on scale factor $a$. Here we focus on the model of a scalar field as a dark energy. An important problem of the model of dark energy is the coincidence problem [25, 26] namely why the energy density of dark energy and dark matter are of the same order of magnitude at the present epoch albeit they are evolving differently during the expansion of the Universe. In order to alleviate the coincidence problem, we assume that there is an interaction between dark energy and dark matter [27, 28, 29, 30, 31].

At present, it seems that we have already known very little about properties of the dark energy. For instance, 1) the accelerating expansion of the Universe shows a redshift $z<1$ [31, 32, 33] so that the dark energy (if exist) should dominate the dynamics of the Universe at late time, 2) the equation of state of dark energy should be $<\omega_{d}=-1.006 \pm 0.045$ [14]. For the case where gravity obeys Einstein theory, age of the Universe which contain dark energy is older than the Universe which do not contain dark energy. There are many the models of the Universe that have been constructed to explain the accelerating expansion of the Universe, for example the simplest model of the Universe that is $\Lambda$ CDM, for which $\omega_{\Lambda}=-1$, quintessence and k-essence model of the Universe in which scalar field plays the role of dark energy with $\omega_{\Lambda} \neq-1[34,35]$. Therefore, investigating the properties of dark energy is an essential topic of cosmology to insight into our universe. We have already known that dark energy does not only influence the expansion rate of the Universe, but also the growth of structure formation and the collapse of
the overdense regions due to gravitational instability which is slowed down by the Hubble drag. There are several methods to follow the evolution of the overdense regions or structure formation, for example N-body simulations 36, 37, the spherical collapse model [38, 39] and other alternative methods 40, 41]. The simplest method to study non-linear structure formation is the spherical collapse which can be derived in both dark energy and modified gravity [42] models. Originally the spherical collapse model was proposed to explain perturbations in pressureless matter. From the work [43], they show that the correction of the relativistic equation for the cosmological background and density contrast can be obtained by using Newtonian cosmology for the case of non-vanishing pressure. In this work we study the effect of dark energy, which has negative pressure, in linear and nonlinear regimes, on the structure formation. We also use spherical collapse model together with Press-Schechter or Sheth-Torman formalism to estimate cluster number counts of halos. The cluster number counts can be used to study the influence of the dark energy to overdense regions, test and discriminate among the dark energy models [39]. In the work [44], the authors use spherical collapse model to study the linear and non-linear growth of overdense regions of $f(T)$ model. They compute the number counts of virialization of haloes in order to distinguish the current $f(T)$ and $\Lambda$ CDM models as well. The study of the influence of dark energy on the structure formation can be performed under the assumption in which dark energy can be both homogeneous and inhomogeneous distributes [39, 45]. In addition, the interaction between dark energy and dark matter remains an open issue in cosmology. There are many works have been proposed to explain the interaction between dark matter and dark energy [46, 47, 48]. Generally, there are many motivation in order to study the interaction between dark energy and dark matter [27, 28, 29, 30, 31, 49, 50, 51].

In this work, we study an interaction between dark energy and dark matter induced by the general disformal transformation (DFT) which is studied in chapter II. We investigate the background Universe, the evolution of the background Universe using Cosmological dynamical analysis and also analyze the stability of fixed points using linear stability theory in chapter III. In chapter IV, we use the perturbation theory and a spherical collapse model to determine linear and non-
linear perturbations and we also study the evolution of spherical collapse regions, structure formation as well. In addition, we investigate how a disformal interaction between dark energy and dark matter influences the growth of large scale structure of the Universe by computing cluster number counts of virialization of haloes in chapter IV. We also compare the result of the disformal coupling with conformal coupling, non-coupling and $\Lambda$ CDM models in chapter IV. In the last chapter V , we conclude the thesis by summarizing our results and providing encouragement for future research.

### 1.1 Frequently used symbols and fundamental constants

- Symbol \& Definition
- $a \&$ Scale factor of the Universe
- $t \&$ Cosmic time
- $\tau$ \& Conformal time
- $N \&$ Number of e-foldings
- $z \&$ Redshift
- H \& Hubble parameter
- $\mathcal{H} \&$ Conformal Hubble parameter
- $\rho \&$ Energy density
- P \& Pressure
- $\omega \&$ Equation of state
- $\Omega \&$ Dimensionless density parameters
- $S \&$ Action
- $\mathcal{L} \&$ Lagrangian density
- $R \&$ Ricci scalar
- $g_{\mu \nu} \&$ Metric tensor
- $G_{\mu \nu} \&$ Einstein tensor
- $T_{\mu \nu}$ \& Energy-momentum tensor
- $\phi \&$ Scalar field
- X \& Kinetic energy of the scalar field
- $V(\phi)$ \& Potential energy of the scalar field
- $C(\phi, X) \&$ Conformal coefficient
- $D(\phi, X) \&$ Disformal coefficient
- $Q$ \& Coupling term between scalar field and non-relativistic matter
- $\delta_{i} \&$ Density contrast of component i


### 1.2 Fundamental constants

- Symbol \& Fundamental constants \& Numerical value
- $c \&$ Speed of light in vacuum $\& 3 \times 10^{8} \mathrm{~m} / \mathrm{s}$
- $G_{N} \&$ Newton's gravitational constant \& $6.673 \times 10^{-11} \mathrm{Nm}^{2} \mathrm{~kg}^{-1}$
- $k_{b}$ \& Boltzmann constant \& $8.6 \times 10^{-5} \mathrm{eV} \mathrm{K}^{-1}$
- $L_{\odot} \&$ The Sun's luminosity \& $3.8 \times 10^{26}$ watts
- $M_{\odot} \&$ The Sun's mass \& $2 \times 10^{30} \mathrm{~kg}$
- $\hbar=h / 2 \pi$ \& Reduced Planck constant \& $1.1 \times 10^{-34} \mathrm{Js}=6.6 \times 10^{-16} \mathrm{eVs}$
- $m_{p}=\sqrt{\frac{\hbar c}{G}} \&$ Planck mass \& $1.2211 \times 10^{19} \mathrm{GeV} / \mathrm{c}^{2}$
- $M_{p}=\sqrt{\frac{\hbar c}{8 \pi G}} \&$ Reduced Planck mass \& $2.4357 \times 10^{18} \mathrm{GeV}$
- $l_{p}=\sqrt{\frac{\hbar G}{c^{3}}} \&$ Planck length $\& 1.6 \times 10^{-35} \mathrm{~m}$
- $E_{p}=m_{p} c^{2} \&$ Planck energy \& $2.0 \times 10^{9} J=1.2 \times 10^{19} \mathrm{GeV}$
- $T_{p}=E_{p} / k_{b} \&$ Panck Temperature \& $1.4 \times 10^{32} \mathrm{~K}$
- $H_{0} \&$ Present Hubble parameter \& $73.45 \pm 1.66 \mathrm{~km} \mathrm{~s}^{-1} \mathrm{Mpc}^{-1}$
- $\Lambda \&$ Cosmological constant \& $1.11 \times 10^{-52} \mathrm{~m}^{-2}$ or $\simeq 10^{-35} \mathrm{~s}^{-2}$
- $\rho_{\text {vacuum }} \&$ Vacuum energy density \& $5.96 \times 10^{-27} \mathrm{~kg} / \mathrm{m}^{3} \simeq 10^{-47} \mathrm{GeV}^{4}$


### 1.3 The list of conversion factors

- $1 \mathrm{AU}=1.5 \times 10^{11} \mathrm{~m}$
- 1 parsec $=1 \mathrm{pc}=3.261$ light years $=3.086 \times 10^{16} \mathrm{~m}$
- 1 year $=1 \mathrm{yr}=3.156 \times 10^{7} \mathrm{sec}$
- Sun mass $\mathrm{M}_{\odot}=1.989 \times 10^{30} \mathrm{~kg}$
- 1 Joule $=1 \mathrm{kgm}^{2} \mathrm{sec}^{-2}$
- $1 \mathrm{eV}=1.602 \times 10^{-19} \mathrm{~J}$


## CHAPTER II

## DISFORMAL TRANSFORMATIONS AND THE COUPLING BETWEEN DARK ENERGY AND DARK MATTER

It is generally accepted that at one time the Universe was dominated by matter (baryonic matter and dark matter) and after that there was a big change from matter dominated Universe to the present epoch in which dynamics of the Universe is dominated by mysterious form of energy. This unknown form of the energy called dark energy. The results of observation indicate that $70 \%$ of the total energy of the Universe come from dark energy [52], $30 \%$ of the total energy is from matter (baryonic matter and dark matter) and the remaining is in the form of radiation $10^{-4} \%$. Furthermore, remarkable fact that the energy densities of dark matter $\rho_{c}$ and dark energy $\rho_{d}$ are of the same order at present epoch that is $\rho_{d} / \rho_{c} \sim \mathcal{O}(1)$. This seems to indicate that we are living in the special moment of the cosmic history. In order to obtain the Universe which has the same order of the energy densities of dark matter and dark energy at present epoch, it requires specific initial conditions in the early Universe. The difference order of energy densities of dark matter and dark energy between early time and present time is so called Cosmological Coincidence Problem or CCP [25, 26].

Generally, there are many researches devoted to construct cosmological models for alleviating the cosmological coincidence problem for instance: quintessence model [53, 54], tracker field [55, 56], conformal gravity [57], the coupling between dark matter and dark energy model [29, 58, 59, 60, 61, 62], $f(R)$ model [63, 64, 65, 66], scalar-tensor theories [67, 68], MOND [69], TeVes [70], DGP [71], Gauss-Bonnet [72, 73] and Lovelock gravities [74], Horava-Lifshitz gravity [75], $f(T)$ gravity [76, 77], D-BIonic and DBI Scalar Field [78] and so on. However, there are many cosmological models that are ruled out because those models do not fit well with the observational data. In this research we study the coupling
between dark energy and dark matter via disformal transformations in which our analysis is based on scalar-tensor theory of gravitation.

### 2.1 Conformal transformation

It is generally known and accepted that Einstein theory of gravity is not only the theory which satisfies Einstein equivalent principle (EEP), and the general relativity theory cannot explain phenomena of gravity at the quantum level as well. Therefore, many physicists have been devoting to develop alternative theories of gravity instead of Einstein theory of gravity. One of the most important theories is the scalar-tensor theory of gravitation. An action of a scalar-tensor theory of gravitation in the Jordan frame can be written as

$$
\begin{equation*}
S=\int d^{4} x \sqrt{-g}\left[\frac{F(\phi) R}{2}+P(\phi, X)\right]+\int d^{4} x \sqrt{-g} \mathcal{L}_{m}\left(g_{\mu \nu}, \psi\right) \tag{2.1}
\end{equation*}
$$

where we have set $1 / \sqrt{8 \pi G}=1, g$ is the metric determinant, $\phi$ is the scalar field, $X$ is the kinetic of scalar field, $R$ is the Ricci scalar, $F$ is a function depending on fields $\phi, P(\phi, X)$ is the general Lagrangian density of the scalar field, $\mathcal{L}_{m}$ is the matter Lagrangian and $\psi$ represents the matter fields. For convenience, we will use canonical scalar field with $P(\phi, X)=X-V(\phi)$, where $V(\phi)$ is the scalar field potential. The potential $V(\phi)$ is often inserted in the action when studying the early Universe or the late-time Universe or the accelerating Universe. One of the useful tools in order to study both interaction between dark energy and dark matter and relations between various theories of gravity and the Einstein theory of gravity is conformal transformations of metric tensor which can be written as,

$$
\begin{equation*}
\bar{g}_{\mu \nu}=C(\phi) g_{\mu \nu}, \tag{2.2}
\end{equation*}
$$

where $C(\phi)$ is the conformal factor. Under the conformal transformations given in equation (2.2), the light cones are not changed and also time-like and space-like vectors have the same character. The action in equation (2.1) can be transformed
into Einstein frame under the conformal transformations as

$$
\begin{equation*}
S=\int d^{4} x \sqrt{-\bar{g}}\left[\frac{\bar{R}}{2}-\frac{1}{2} \bar{\phi}_{; \mu} \bar{\phi}^{; \mu}-U(\bar{\phi})\right]+\int d^{4} x \sqrt{-\bar{g}} \overline{\mathcal{L}}_{m}\left(\bar{g}_{\mu \nu}, \psi\right), \tag{2.3}
\end{equation*}
$$

where $\bar{R}$ is calculated from $\bar{g}_{\mu \nu}$ given in equation (2.2) and ; is the covariant derivative. The relations between $\phi$ and $\bar{\phi}, U$ and $V$ are 79]

$$
\begin{equation*}
\frac{\partial \phi}{\partial \bar{\phi}}=\frac{F}{\sqrt{F+3 F_{, \phi}^{2} / 2}}, \quad \text { and } \quad U(\bar{\phi})=\left.\frac{V(\phi)}{F^{2}(\phi)}\right|_{\phi=\phi(\bar{\phi})} \tag{2.4}
\end{equation*}
$$

where $F_{, \phi}=\frac{\partial F(\phi)}{\partial \phi}$. One can see that action for gravity in equation (2.3) is in the Einstein-Hilbert form. Thus, the action given in equation (2.3) relies in the Einstein frame. In this frame the conformal part enters the matter sector explicitly (the last term of this equation). Consequently there is a coupling between scalar field and the matter. In the original frame called the Jordan frame, a scalar degree of freedom in scalar-tensor theory modifies gravity via non-minimal coupling between scalar field and Ricci scalar. However, in the Einstein frame, scalar field affects the geodesic of matter via the direct coupling. In the next topic we study the coupling between dark matter and dark energy through disformal transformations which is a general form of the conformal transformations.

### 2.2 Disformal transformation

In order to alleviate coincidence problem we assume that there is a coupling between dark matter and dark energy. So as to study interaction between dark energy and dark matter, we consider action for gravity and scalar field in the Einstein frame (EF) and write the action for matter in other frame using a new metric as follows,

$$
\begin{equation*}
S=\int d^{4} x \sqrt{-g}[R+P(\phi, X)]+\int d^{4} x \sqrt{-\bar{g}} \mathcal{L}_{m}\left(\bar{g}_{\mu \nu}, \psi, \psi_{; \mu}\right) \tag{2.5}
\end{equation*}
$$

where $R$ is the Ricci scalar, $P(\phi, X) \equiv X-V(\phi)$ is the Lagrangian of the scalar field, $\mathcal{L}_{m}$ is the Lagrangian of matter field and $X=-\frac{1}{2} \phi_{;} \phi^{; \alpha}$ is the kinetic energy of the scalar field. The metric in Einstein frame $g$ and the metric $\bar{g}$ is related
through general disformal transformations as [80, 81, 82],

$$
\begin{equation*}
\bar{g}_{\mu \nu}=C(\phi, X) g_{\mu \nu}+D(\phi, X) \phi_{; \mu} \phi_{; \nu} \tag{2.6}
\end{equation*}
$$

we use signature $(-,+,+,+)$. Noticed that this transformation will become the conformal transformation if $D(\phi, X)=0$. Using the property of the metric $g_{\alpha \mu} g^{\beta \mu}=\delta_{\alpha}^{\beta}$, we determine the inverse metric $\bar{g}^{\mu \nu}$ which is given as

$$
\begin{equation*}
\bar{g}^{\mu \nu}=\frac{g^{\mu \nu}}{C(\phi, X)}+\frac{D(\phi, X) \phi^{; \mu} \phi^{; \nu}}{C(\phi, X)[C(\phi, X)-2 X D(\phi, X)]} \tag{2.7}
\end{equation*}
$$

One can see that the inverse metric $\bar{g}^{\mu \nu}$ can exist as long as

$$
\begin{equation*}
C(\phi, X)[C(\phi, X)-2 X D(\phi, X)] \neq 0 \tag{2.8}
\end{equation*}
$$

From the relation between $g_{\mu \nu}$ and $\bar{g}_{\mu \nu}$, we can derive the determinant of $\bar{g}_{\mu \nu}$ as

$$
\begin{align*}
g_{\mu \nu} \bar{g}^{\nu \alpha} & =C\left(\delta_{\mu}^{\alpha}+\frac{D}{C} \phi^{; \alpha} \phi_{; \mu}\right),  \tag{2.9}\\
\frac{\bar{g}}{g} & =C^{3}(C-2 X D), \tag{2.10}
\end{align*}
$$

where $\bar{g}$ and $g$ are the determinants of $\bar{g}_{\mu \nu}$ and $g_{\mu \nu}$ respectively. One can see that the transformation of the action for matter field in equation (2.5) into the Einstein frame (unbarred frame) leads to the interaction between dark energy and dark matter. In general, disformal transformations given in equation (2.6) may lead to Ostrogradski instability in a Jordan frame. In order to avoid this problem we will use coefficient $C$ and $D$ based on the result from literature which will be presented below.

The results from Ostrogradski's theorem in 1850 [83] show that linear instability in the Hamiltonian associated with a Lagrangian which depends on higher than first derivative cannot be eliminated by partial integration. This instability occur because the Hamiltonian is not bounded from below and hence large negative energy can exist in some configurations. This suggests that the realistic theories of nature should contain only first derivatives of the field in the Lagrangian.

After Ostrogradski proposed theorem of linear instability, there have been many studies on this theorem and have been found that the Lagrangian which has
second derivatives can be free from Ostrogradski instability for some combination of second derivative of the field. The important work is from G. W. Horndeski in 1974 [84] which has shown that in four dimensional space-time the general Lagrangian for scalar-tensor theory of gravity with second order derivative of scalar field can avoid the linear instability when the general Lagrangian is of the form

$$
\begin{equation*}
\mathcal{L}_{H}=\sum_{i=2}^{5} \mathcal{L}_{i} \tag{2.11}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{L}_{2}=G_{2}(\phi, X)  \tag{2.12}\\
& \mathcal{L}_{3}=-G_{3}(\phi, X) \square \phi,  \tag{2.13}\\
& \mathcal{L}_{4}=G_{4}(\phi, X) R+G_{4, X}\left[(\square \phi)^{2}-\phi_{; \mu \nu} \phi^{; \mu \nu}\right],  \tag{2.14}\\
& \mathcal{L}_{5}=G_{5}(\phi, X) G_{\mu \nu} \phi^{; \mu \nu}-\frac{1}{6} G_{5, X}\left[(\square \phi)^{3}-3(\square \phi) \phi_{; \mu \nu} ;^{; \mu \nu}+2 \phi_{; \mu}^{; \nu} \phi_{; \nu}^{; \lambda} \phi_{; \lambda}^{; \mu}\right] \tag{2.15}
\end{align*}
$$

whereis the d'Alembertian operator, $G_{\mu \nu}$ is the Einstein tensor and $\phi_{; \mu \nu}=$ $\nabla_{\nu} \nabla_{\mu} \phi$. Horndeski Lagrangian is one of the important attempts to develop general form of scalar-tensor theory. It has been shown that the Horndeski action is structurally invariant under disformal transformations if $C$ and $D$ depend only on $\phi$. For the appropiate functions of $C$ and $D$ the Horndeski action can be transformed into Einstein frame using disformal transformations [85]. The generalization of the Horndeski theory has been recently proposed in 866]. They have shown that the propagating degrees of freedom obey the second order equation of motion and therefore this theory is free from Ostrogradski instability. This theory is structurally invariant under disformal transformations where $C$ depends on $\phi$ and $D$ depends on both $\phi$ and $X$. Thus, if we use this disformal transformations to our analysis Ostrogradski instability will not occur. Therefore, in this work we study the interaction between dark energy and dark matter using disformal transformations as follows

$$
\begin{equation*}
\bar{g}_{\mu \nu}=C(\phi) g_{\mu \nu}+D(\phi, X) \phi_{; \mu} \phi_{; \nu} \tag{2.16}
\end{equation*}
$$

In the modern viewpoint, Horndeski theory can be constructed by covariantization
of Galileon theory of scalar field. Recently, however, it has been attempted to generalize Horndeski theory. An interesting work has been proposed in 86]. They have shown that one of the possible generalizations of Horndeski theory is to add some pieces of the Galileon action into the $\mathcal{L}_{4}$ and $\mathcal{L}_{5}$ of Horndeski Lagrangian given by equations (2.14) - (2.15) such as

$$
\begin{align*}
\mathcal{L}_{4}^{\phi} & \equiv G_{4}(\phi, X)^{(4)} R-2 G_{4, X}(\phi, X)\left(\square \phi^{2}-\phi^{; \mu \nu} \phi_{; \mu \nu}\right) \\
& +F_{4}(\phi, X) \epsilon_{\sigma}^{\mu \nu \rho} \epsilon^{\mu^{\prime} \nu^{\prime} \rho^{\prime} \sigma} \phi_{; \mu} \phi_{; \nu^{\prime}} \phi_{; \nu \nu^{\prime}} \phi_{; \rho \rho^{\prime}},  \tag{2.17}\\
\mathcal{L}_{5}^{\phi} & \equiv G_{5}(\phi, X)^{(4)} G_{\mu \nu} \phi^{\mu \nu}+\frac{1}{3} G_{5, X}(\phi, X)\left[(\square \phi)^{3}-3 \square \phi \phi_{; \mu \nu} \phi^{; \mu \nu}+2 \phi_{; \mu \nu} \phi^{; \mu \sigma} \phi_{; \sigma}^{; \nu}\right] \\
& +F_{5}(\phi, X) \epsilon^{\mu \nu \rho \sigma} \epsilon^{\mu^{\prime} \nu^{\prime} \rho^{\prime} \sigma^{\prime}} \phi_{; \mu} \phi_{; \mu^{\prime}} \phi_{; \nu \nu^{\prime}} \phi_{; \rho \rho^{\prime}} \phi_{; \sigma \sigma^{\prime}}, \tag{2.18}
\end{align*}
$$

where $G_{4, X}=\partial G_{4}(\phi, X) / \partial X$ and $\epsilon_{\mu \nu \rho \sigma}$ is the totally antisymmetric Levi-Civita tensor. One can see that Horndeski theory is a subset of the above theory under the condition

$$
\begin{equation*}
F_{4}(\phi, X)=0, \quad F_{5}(\phi, X)=0 \tag{2.19}
\end{equation*}
$$

It has been shown that the EOM of the extended Horndeski theories remains second order time derivatives. It is significant that this theory has one more degree of freedom higher than Horndeski theory. This extra degree of freedom may lead to Ostrogradski instability. Nevertheless, it has been shown that this extra degree of freedom does not propagate. Thus, this theory does not involve with Ostrogradski instability. Usually this theory is called Gleyzes-Langlois-Piazza-Vernizzi (GLPV) theory 86].

It is clear that the Horndeski action or GLPV action cannot be transformed into Einstein frame using conformal transformations. Therefore, conformal transformations must be extended to general form. The simplest extention of conformal transformations is called disformal transformation in which the transformation relation is shown in equation (2.6). The work of 87 have been already wrote that general Horndeski action or GLPV action is invariance under disformal transformation for the case where $C=C(\phi)$ and $D=D(\phi, X)$ which is the equation (2.16).

### 2.3 Disformal coupling between dark sectors

In this work we use disformal transformations equation (2.16) to study the coupling between dark energy and dark matter. In order to study the coupling between dark energy and dark matter, we write the action in the bi-metric form as shown in equation (2.5). The variation of the equation (2.5) with respect to the metric tensor $g_{\mu \nu}$ yields the Einstein equation as

$$
\begin{equation*}
G^{\mu \nu}=T_{\phi}^{\mu \nu}+T_{m}^{\mu \nu}, \tag{2.20}
\end{equation*}
$$

where $G^{\mu \nu}$ is the Einstein tensor computed from $g_{\mu \nu}$. The energy momentum tensor for scalar field and matter are defined in unbarred frame as

$$
\begin{align*}
T_{\phi}^{\mu \nu} & =\frac{2}{\sqrt{-g}} \frac{\delta(\sqrt{-g} P(\phi, X))}{\delta g_{\mu \nu}}  \tag{2.21}\\
T_{m}^{\mu \nu} & =\frac{2}{\sqrt{-g}} \frac{\delta\left(\sqrt{-\bar{g}} \mathcal{L}_{m}\right)}{\delta g_{\mu \nu}} \tag{2.22}
\end{align*}
$$

From the equation (2.20) and the definitions of energy momentum tensor in equations (2.21) and (2.22), we can use Bianchi identities to show the conservation of total energy momentum tensor $\nabla_{\alpha}\left(T_{\phi}^{\mu \nu}+T_{m}^{\mu \nu}\right)=0$. However, the energy momentum tensor of dark energy and dark matter are not separately conserved. The variation of the action in equation (2.5) with respect to scalar field $\phi$ gives

$$
\begin{align*}
\left.\delta S\right|_{\delta \phi} & =\left.\int d^{4} x \sqrt{-g} \delta P\right|_{\delta \phi}+\left.\int \delta\left(\sqrt{-\bar{g}} \mathcal{L}_{m}\right)\right|_{\delta \phi}=0  \tag{2.23}\\
& =\delta S_{\phi}+\delta S_{m} \tag{2.24}
\end{align*}
$$

The variation for the first term of the above equation is shown below

$$
\begin{aligned}
\delta S_{\phi} & =\int d^{4} x \sqrt{-g} \delta\left[-\frac{1}{2} g^{\mu \nu} \phi_{; \mu} \phi_{; \nu}-V(\phi)\right] \\
& =\int d^{4} x \sqrt{-g}\left[-\frac{1}{2} g^{\mu \nu}\left\{\phi_{; \mu} \frac{\partial\left(\phi_{; \nu}\right)}{\partial\left(\phi_{; \lambda}\right)}+\phi_{; \nu} \frac{\partial\left(\phi_{; \mu}\right)}{\partial\left(\phi_{; \lambda}\right)}\right\} \delta \phi_{; \lambda}-\frac{\partial V(\phi)}{\partial \phi} \delta \phi\right] \\
& =\int d^{4} x \sqrt{-g}\left[-\frac{1}{2} g^{\mu \nu}\left(\delta_{\nu}^{\lambda} \phi_{; \mu}+\delta_{\mu}^{\lambda} \phi_{; \nu}\right) \delta \phi_{; \lambda}-V_{, \phi} \delta \phi\right] \\
& =\int d^{4} x \sqrt{-g}\left[-\phi^{; \lambda} \delta \phi_{; \lambda}-V_{, \phi} \delta \phi\right]
\end{aligned}
$$

$$
\begin{equation*}
=\int d^{4} x \sqrt{-g}\left(\phi_{; \lambda}^{; \lambda}-V_{, \phi}\right) \delta \phi, \tag{2.25}
\end{equation*}
$$

where the above equation we use integration by part and ignore surface term and $V_{, \phi}=\delta V / \delta \phi$. The variation for the second term of the equation (2.24) is shown below

$$
\begin{equation*}
\delta S_{m}=\left.\int d^{4} x \delta\left(\sqrt{-\bar{g} \mathcal{L}_{m}}\right)\right|_{\delta \phi}=\left.\int d^{4} x \frac{\delta\left(\sqrt{-\bar{g}} \mathcal{L}_{m}\right)}{\delta \bar{g}_{\alpha \beta}} \delta \bar{g}_{\alpha \beta}\right|_{\delta \phi} . \tag{2.26}
\end{equation*}
$$

The energy-momentum tensor in barred frame is related to the unbared frame given in equation (2.22) as

$$
\begin{equation*}
T_{m}^{\alpha \beta}=\frac{\sqrt{-\bar{g}}}{\sqrt{-g}} \frac{\delta \bar{g}_{\rho \sigma}}{\delta g_{\alpha \beta}} \frac{2}{\sqrt{-\bar{g}}} \frac{\delta\left(\sqrt{-\bar{g}} \mathcal{L}_{m}\right)}{\delta \bar{g}_{\rho \sigma}}=\frac{\sqrt{-\bar{g}}}{\sqrt{-g}} \frac{\delta \bar{g}_{\rho \sigma}}{\delta g_{\alpha \beta}} \bar{T}_{m}^{\rho \sigma}, \tag{2.27}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{T}_{m}^{\rho \sigma}=\frac{2}{\sqrt{-\bar{g}}} \frac{\delta\left(\sqrt{-\bar{g}} \mathcal{L}_{m}\right)}{\delta \bar{g}_{\rho \sigma}} \tag{2.28}
\end{equation*}
$$

Using the equation (2.28), the equation (2.26) becomes

$$
\begin{equation*}
\delta S_{m}=\left.\int d^{4} x \frac{\sqrt{-\bar{g}}}{2} \bar{T}_{m}^{\alpha \beta} \delta \bar{g}_{\alpha \beta}\right|_{\delta \phi} \tag{2.29}
\end{equation*}
$$

From the equation (2.16), we have

$$
\begin{align*}
\left.\delta \bar{g}_{\alpha \beta}\right|_{\delta \phi} & =g_{\alpha \beta} \delta C(\phi)+\delta\left[D(\phi, X) \phi_{; \alpha} \phi_{; \beta}\right] \\
& =g_{\alpha \beta} \frac{\delta C(\phi)}{\delta \phi} \delta \phi+\left(\frac{\delta D(\phi, X)}{\delta \phi} \delta \phi+\frac{\delta D(\phi, X)}{\delta X} \delta X\right) \phi_{; \alpha} \phi_{; \beta} \\
& +D(\phi, X) \frac{\delta\left(\phi_{; \alpha} \phi_{; \beta}\right)}{\delta \phi_{; \lambda}} \delta \phi_{; \lambda} \\
& =g_{\alpha \beta} C_{, \phi} \delta \phi+\left(D_{, \phi} \delta \phi+D_{, X} \delta X\right) \phi_{; \alpha} \phi_{; \beta}+D\left(\phi_{; \alpha} \frac{\delta \phi_{; \beta}}{\delta \phi_{; \lambda}}+\phi_{; \beta} \frac{\delta \phi_{; \alpha}}{\delta \phi_{; \lambda}}\right) \delta \phi_{; \lambda} \\
& =g_{\alpha \beta} C_{, \phi} \delta \phi+\left(D_{, \phi} \delta \phi+D_{, X} \delta X\right) \phi_{; \alpha} \phi_{; \beta}+D\left(\phi_{; \alpha} \delta_{\beta}^{\lambda}+\phi_{; \beta} \delta_{\alpha}^{\lambda}\right) \delta \phi_{; \lambda} \tag{2.30}
\end{align*}
$$

Consider the third term of the above equation

$$
\begin{align*}
\delta X & =\delta\left(-\frac{1}{2} g^{\mu \nu} \phi_{; \mu} \phi_{; \nu}\right)=-\frac{1}{2} g^{\mu \nu} \delta\left(\phi_{; \mu} \phi_{; \nu}\right) \\
& =-\frac{1}{2} g^{\mu \nu}\left(\phi_{; \mu} \delta \phi_{; \nu}+\phi_{; \nu} \delta \phi_{; \mu}\right)=-\phi^{; \nu} \delta \phi_{; \nu} . \tag{2.31}
\end{align*}
$$

Using the above equation, then the equation (2.30) becomes

$$
\begin{equation*}
\left.\delta \bar{g}_{\alpha \beta}\right|_{\delta \phi}=g_{\alpha \beta} C_{, \phi} \delta \phi+\left(D_{, \phi} \delta \phi-D_{, X} \phi^{; \nu} \delta \phi_{; \nu}\right) \phi_{; \alpha} \phi_{; \beta}+D\left(\phi_{; \alpha} \delta_{\beta}^{\lambda}+\phi_{; \beta} \delta_{\alpha}^{\lambda}\right) \delta \phi_{; \lambda} \tag{2.32}
\end{equation*}
$$

Inserting the equation (2.32) into the equation (2.29), we have

$$
\begin{align*}
\delta S_{m} & =\int d^{4} x \frac{\sqrt{-\bar{g}}}{2} \bar{T}_{m}^{\alpha \beta}\left[g_{\alpha \beta} C_{, \phi} \delta \phi+\left(D_{, \phi} \delta \phi-D_{, X} \phi^{; \nu} \delta \phi_{; \nu}\right) \phi_{; \alpha} \phi_{; \beta}+2 D \phi_{; \alpha} \delta \phi_{; \beta}\right] \\
& =\int d^{4} x \sqrt{-g}\left[\frac{\sqrt{-\bar{g}}}{2 \sqrt{-g}} \bar{T}_{m}^{\alpha \beta}\left(C_{, \phi} g_{\alpha \beta}+D_{, \phi} \phi_{; \alpha} \phi_{; \beta}\right) \delta \phi-\frac{\sqrt{-\bar{g}}}{2 \sqrt{-g}} \bar{T}_{m}^{\alpha \beta} D_{, X} \phi^{; \nu} \delta \phi_{; \nu} \phi_{; \alpha} \phi_{; \beta}\right. \\
& \left.+\frac{\sqrt{-\bar{g}}}{\sqrt{-g}} \bar{T}_{m}^{\alpha \beta} D \phi_{; \alpha} \delta \phi_{; \beta}\right] . \tag{2.33}
\end{align*}
$$

Using integration by part to the third and fourth terms and define $J=\sqrt{-\bar{g}} / \sqrt{-g}$, the equation (2.33) becomes

$$
\begin{align*}
\delta S_{m} & =\int d^{4} x \sqrt{-g}\left[\frac{J}{2} \bar{T}_{m}^{\alpha \beta}\left(C_{, \phi} g_{\alpha \beta}+D_{, \phi} \phi_{; \alpha} \phi_{; \beta}\right)+\frac{1}{2} \nabla_{\nu}\left(J \bar{T}_{m}^{\alpha \beta} D_{, X} \phi^{; \nu} \phi_{; \alpha} \phi_{; \beta}\right)\right. \\
& \left.-\nabla_{\alpha}\left(J \bar{T}_{m}^{\alpha \beta} D \phi_{; \beta}\right)\right] \delta \phi \tag{2.34}
\end{align*}
$$

where $\bar{T}_{m}^{\alpha \beta}$ is the energy momentum tensor in barred frame which is related to $T_{m}^{\alpha \beta}$ as

$$
\begin{align*}
T_{m}^{\alpha \beta} & =\frac{\sqrt{-\bar{g}}}{\sqrt{-g}} \frac{\delta \bar{g}_{\rho \sigma}}{\delta g_{\alpha \beta}} \frac{2}{\sqrt{-\bar{g}}} \frac{\delta\left(\sqrt{-\bar{g}} \mathcal{L}_{m}\right)}{\delta \bar{g}_{\rho \sigma}}=\frac{\sqrt{-\bar{g}}}{\sqrt{-g}} \frac{\delta \bar{g}_{\rho \sigma}}{\delta g_{\alpha \beta}} \bar{T}_{m}^{\rho \sigma}  \tag{2.35}\\
& =\left(C \delta_{\rho}^{\alpha} \delta_{\sigma}^{\beta}-\frac{1}{2} D_{, X} \phi^{; \alpha} \phi^{; \beta} \phi_{; \rho} \phi_{; \sigma}\right) J \bar{T}_{m}^{\rho \sigma} . \tag{2.36}
\end{align*}
$$

From the equations (2.25) and (2.34), we obtain the evolution equation for scalar field as

$$
\begin{align*}
\phi_{; \alpha}^{; \alpha}-V_{, \phi}= & \nabla_{\beta}\left(J \bar{T}_{m}^{\alpha \beta} D \phi_{; \alpha}\right)-\frac{1}{2} J \bar{T}_{m}^{\alpha \beta}\left(C_{, \phi} g_{\alpha \beta}+D_{, \phi} \phi_{; \alpha} \phi_{; \beta}\right) \\
& -\frac{J}{2} \nabla_{\nu}\left[\bar{T}_{m}^{\alpha \beta} D_{, X} \phi^{; \nu} \phi_{; \alpha} \phi_{; \beta}\right] \equiv Q . \tag{2.37}
\end{align*}
$$

We use the disformal transformations in equation (2.16) to calculate the evolution equation for scalar field in equation $(2.37)$ and the relation between $T_{m}^{\alpha \beta}$ and $\bar{T}_{m}^{\alpha \beta}$. Then, we obtain the relation between $T_{m}^{\alpha \beta}$ and $\bar{T}_{m}^{\alpha \beta}$ as follows

$$
\begin{equation*}
\bar{T}_{m}^{\alpha \beta}=\frac{T^{\alpha \beta}}{C J}+\frac{D_{, X} \phi^{; \alpha} \phi^{; \beta}}{2 C J\left(C-2 D_{, X} X^{2}\right)} T_{m p}, \tag{2.38}
\end{equation*}
$$

where

$$
\begin{align*}
T_{m} & =g_{\alpha \beta} T_{m}^{\alpha \beta}=J C g_{\rho \sigma} \bar{T}_{m}^{\rho \sigma}+J D_{, X} X \phi_{; \rho} \phi_{; \sigma} \bar{T}_{m}^{\rho \sigma},  \tag{2.39}\\
T_{m p} & \equiv \phi_{; \alpha} \phi_{; \beta} T_{m}^{\alpha \beta}=J\left(C-2 D_{, X} X^{2}\right) \phi_{; \rho} \phi_{; \sigma} \bar{T}_{m}^{\rho \sigma} \tag{2.40}
\end{align*}
$$

and then

$$
\begin{align*}
g_{\alpha \beta} \bar{T}_{m}^{\alpha \beta} & =\frac{C T_{m}-D_{, X} X\left(T_{m p}+2 T_{m} X\right)}{C J\left(C-2 D_{, X} X^{2}\right)},  \tag{2.41}\\
\phi_{; \alpha} \phi_{; \beta} \bar{T}_{m}^{\alpha \beta} & =\frac{T_{m p}}{\left.J\left(C-2 D_{, X} X^{2}\right)\right)} . \tag{2.42}
\end{align*}
$$

From the conservation of the total energy momentum tensor, we get

$$
\begin{equation*}
\nabla_{\alpha} T_{m}^{\alpha \lambda}=-\nabla_{\alpha} T_{\phi}^{\alpha \lambda}=-Q \phi^{; \lambda} . \tag{2.43}
\end{equation*}
$$

In order to obtain the coupling $Q$ on the right hand side of the above equation, we multiply equation (2.37) by $\phi^{i \lambda}$ and rearrange the left hand side of the resulting equation in the form of the energy momentum tensor. Furthermore, for simplicity of the following calculation we write $Q$ in the following expressions

$$
\begin{align*}
F Q= & C\left[-2 D F_{1} F_{1, \phi}+C F_{1}\left(F_{2, X \phi}-D_{, \phi}\right)+D_{, X}\left(C_{, \phi} F_{1}-2 F_{1, \phi} F_{2}\right) X\right] T_{m p} \\
& -C C_{, \phi} F_{1}\left(C-2 D_{, X} X^{2}\right) T_{m}-C D_{, X} F_{1} F_{2} T_{m p}+2 C D F_{1}^{2} \Theta_{1} \\
& +2 C D_{, X} F_{1}^{2} \Theta_{2}+2 C D F_{2}^{2} \Theta_{3}-C D_{, X} F_{1} F_{2} \Theta_{4}-C\left(D_{, X X} F_{1} F_{2}\right. \\
& \left.-D_{, X} F_{1, X} F_{2}+D_{, X} F_{1} F_{2, X}\right) T_{m p} \Theta_{5} \tag{2.44}
\end{align*}
$$

where $F_{1} \equiv C-2 D_{, X} X^{2}, F_{2} \equiv C+2 D X, F \equiv 2 C^{2} F_{1}^{2}$ and

$$
\begin{align*}
& \Theta_{1}=\phi_{; \alpha \beta} T_{m}^{\alpha \beta}, \quad \Theta_{2}=\phi_{; \alpha} X_{; \beta} T_{m}^{\alpha \beta}, \quad \Theta_{3}=\phi_{; \alpha} \nabla_{\beta} T_{m}^{\alpha \beta},  \tag{2.45}\\
& \Theta_{4}=\phi^{; \alpha} \nabla_{\alpha} T_{m p}, \quad \Theta_{5}=\phi^{; \alpha} X_{; \alpha} . \tag{2.46}
\end{align*}
$$

Disformal coupling between dark energy and dark matter has been studied in [81, 82, 85, 88, 89, 90]. In those works they have studied the disformal transformation in the simple case in which both $C$ and $D$ depend only on $\phi$. The results from [81] showed that the evolution of the background Universe in the disformal
coupling theory is nearly similar to that in $\Lambda$ CDM model. This theory can address the coincidence problem and cosmological constant problems. It has been shown in [85] that the disformal coupling offers possibilities to construct models for cosmic acceleration. Furthermore, disformal coupling leads to a new fixed point of cosmic evolution and gives rise to the disformal screening mechanism. In [88], the authors study the effects of the interactions between dark energy and dark matter on the Universe using both conformal and disformal couplings. They discuss the background evolution, anisotropies in the cosmic microwave background and large scale structures. In our work we use the general disformal transformation, where $D$ depends on both $\phi$ and $X$, to study the influence of disformal coupling between dark energy and dark matter on the background Universe and cosmological perturbations.

## CHAPTER III

## COSMOLOGICAL DYNAMICAL EQUATIONS

In order to understand and study evolution of the Universe from very early to late time. We need some tools to analyze the complex evolution of the Universe. One of the important tools for the cosmologist is the dynamical analysis. In the context of cosmology, we call cosmological dynamical system. In this chapter, we use the cosmological dynamical system in order to investigate the evolution of the Universe in the presence of the scalar field which is the presentation of dark energy and responds to the accelerating expansion of the Universe at late time. In this work, we are interested in disformal fixed point which occurs due to the disformal coupling that we have introduced in the equation (2.37). We use the cosmological dynamical system in order to find the fixed points of the system and use linear theory of stability to analyze the stability of each fixed point. In the next section, we will find evolution equation of the scalar field and then find the fixed points of the system and analyze the stability for each fixed point of the system.

### 3.1 Evolution equations for FLRW Universe

In this section, we study the influences of disformal coupling on the evolution of background Universe, based on the cosmological principle which states that the Universe is homogeneous and isotropic on large scale (no center or no special points exist in the Universe). We use the standard Friedmann-Lemaitre-Robertson-Walker (FLRW) line element and perfect fluid model of matter. The spatially-flat FLRW line element takes the form

$$
\begin{equation*}
d s^{2}=-a(\tau)^{2} d \tau^{2}+a(\tau)^{2} d x_{i} d x^{i} \tag{3.1}
\end{equation*}
$$

here $a(\tau)$ is the scale factor and $\tau$ is the conformal time. The relation between cosmic time $t$ and conformal time $\tau$ is $d t=a d \tau$. From the Einstein equation (2.20), we obtain the Friedmann equation as

$$
\begin{equation*}
\mathcal{H}^{2}=\frac{1}{3 M_{p}^{2}}\left[\frac{1}{2} \phi^{\prime 2}+a^{2} V(\phi)+a^{2} \rho_{m}\right] . \tag{3.2}
\end{equation*}
$$

where $\mathcal{H} \equiv a^{\prime} / a$ is the Hubble parameter and a prime denotes derivative with respect to the conformal time $\tau$. Using the above line element in the equation (3.1), we can write the equations (2.45) - (2.46) as follows

$$
\begin{align*}
a^{2} \square \phi & =\phi^{\prime \prime}-2 \mathcal{H} \phi^{\prime}, \quad T_{m}=-\rho_{m}, \quad T_{m p}=2 \rho_{m} X, \\
a^{2} \Theta_{1} & =\left(\phi^{\prime \prime}-\mathcal{H} \phi^{\prime}\right) \rho_{m}, \quad a^{2} \Theta_{2}=2\left(\phi^{\prime \prime}-\mathcal{H} \phi^{\prime}\right) \rho_{m} X, \quad a^{2} \Theta_{3}=\phi^{\prime}\left(\rho_{m}^{\prime}+3 \mathcal{H} \rho_{m}\right), \\
a^{2} \Theta_{4} & =\phi^{\prime}\left(\rho_{m}^{\prime}-2 \mathcal{H} \rho_{m}\right), \quad a^{2} \Theta_{5}=-2 \phi^{\prime} \rho_{m}^{\prime} X-4\left(\phi^{\prime \prime}-\mathcal{H} \phi^{\prime}\right) \rho_{m} X . \tag{3.3}
\end{align*}
$$

Inserting the above quantities into the equation (2.44), we obtain the interaction term for the background as,

$$
\begin{align*}
F Q & \Rightarrow F_{c} Q_{0}, \\
F_{c} Q_{0} & =2 C \phi^{\prime} \rho_{m}^{\prime} F_{1}\left(D F_{1}+D_{, X}\right)+a^{2} C \rho_{m}\left[-4 F_{1, \phi} X\left(D F_{1}+D_{, X} F_{2} X\right)\right. \\
& \left.+C F_{1}\left(C, \phi+2 X\left(-D_{, \phi}+F_{2, X \phi}\right)\right)\right]+4 C \phi^{\prime} \mathcal{H} \rho_{m}\left[D F_{1}^{2}-X\left(D_{, X X} F_{1} F_{2} X\right.\right. \\
& \left.\left.+D_{, X}\left(F_{1}^{2}-F_{1, X} F_{2} X\right)\right)\right]+2 C \phi^{\prime \prime} \rho_{m}\left[D F_{1}^{2}+X\left(2 D_{, X X} F_{1} F_{2} X\right.\right. \\
& \left.\left.+D_{, X}\left(2 F_{1}^{2}+3 F_{1} F_{2}-2 F_{1, X} F_{2} X+2 F_{1} F_{2, X}\right)\right)\right] . \tag{3.4}
\end{align*}
$$

We have used $X=\phi^{\prime 2} / 2 a^{2}$ in the above equation. Inserting the above equation into the equation (2.43), then we can express $\rho_{m}^{\prime}$ as follows

$$
\begin{align*}
F_{m} \rho_{m}^{\prime}= & a^{2} C \phi^{\prime} \rho_{m}\left[-4 F_{1, \phi} X\left(D F_{1}+D_{, X} X F_{2}\right)+C F_{1}\left(C_{\phi}+2\left(-D_{, \phi}+F_{2, X \phi}\right) X\right)\right] \\
& +2 C \phi^{\prime \prime} \phi^{\prime} \rho_{m}\left[D F_{1}^{2}+X\left(2 D_{, X X} F_{1} F_{2} X+D_{, X}\left(2 F_{1}^{2}+3 F_{1} F_{2}-2 F_{1, X} F_{2} X\right.\right.\right. \\
& \left.\left.\left.+2 F_{1} F_{2, X} X\right)\right)\right]-2 C \mathcal{H} \rho_{m}\left[3 a^{2} C F_{1}^{2}+4 a^{2} X\left(-D F_{1}^{2}+X\left(D_{, X X} F_{1} F_{2} X\right.\right.\right. \\
& \left.\left.\left.+D_{X}\left(F_{1}^{2}-F_{1, X} F_{2} X+F_{1} F_{2, X} X\right)\right)\right)\right], \tag{3.5}
\end{align*}
$$

where $F_{m}=2 a^{2} C F_{1}\left[C F_{1}-2 X\left(D F_{1}+D_{, X} F_{2} X\right)\right]$. From the equations (2.37) and (3.5), we obtain the equation of motion for the scalar field as

$$
\begin{align*}
\partial_{\alpha} \partial^{\alpha} \phi+\Gamma_{\alpha \beta}^{\alpha} \phi^{, \beta}-V_{, \phi} & =-Q  \tag{3.6}\\
\phi^{\prime \prime}+2 \mathcal{H} \phi^{\prime}+V_{, \phi} a^{2} & =F_{\phi}^{-1} \rho_{m}\left[6 \phi^{\prime} \mathcal{H}\left(F_{1}^{2} F_{d}+F_{1} F_{2} F_{d, X} X-2 D_{, X} F_{d 3} X^{2}\right)\right. \\
& +a^{2} C\left\{-C_{, \phi} F_{1}+2\left(D_{, \phi} F_{1}-F_{1} F_{2, X \phi}+2 F_{1, \phi} F_{d 1}\right)\right\} X \\
& \left.+2 a^{2} V_{\phi}\left(F_{1}^{2} F_{d}+F_{1} F_{2} F_{d, X} X-2 D_{, X} F_{d 3} X^{2}\right)\right] \\
= & F_{\phi}^{-1} \rho_{m}\left[\left(6 \phi^{\prime} \mathcal{H}+2 a^{2} V_{\phi}\right)\left(F_{1}^{2} F_{d}+F_{1} F_{2} F_{d, X} X-2 D_{, X} F_{d 3} X^{2}\right)\right. \\
& \left.+a^{2} C\left\{-C_{, \phi} F_{1}+2\left(D_{, \phi} F_{1}-F_{1} F_{2, X \phi}+2 F_{1, \phi} F_{d 1}\right)\right\}\right] \equiv-Q_{0}, \tag{3.7}
\end{align*}
$$

where

$$
\begin{equation*}
F_{\phi}=2\left[C F_{1}\left(F_{1}-2 F_{d 1} X\right)+\rho_{m}\left(F_{1}^{2} F_{d}+F_{1} F_{2} F_{d, X} X-2 D_{, X} F_{d 3} X^{2}\right)\right], \tag{3.8}
\end{equation*}
$$

and

$$
\begin{align*}
F_{d} & \equiv D+2 D_{, X} X, \quad F_{d 1} \equiv D+D_{, X} X \\
F_{d 2} & \equiv D F_{1, X}+D_{, X} F_{2, X} X, \quad F_{d 3} \equiv F_{1, X} F_{2}-F_{2, X} F_{1} . \tag{3.9}
\end{align*}
$$

The equation of motion for energy density of matter $\rho_{m}$ and radiation $\rho_{r}$ can be computed from the equation (2.43) as

$$
\begin{align*}
\rho_{m}^{\prime}+3 H \rho_{m} & =Q_{0} \phi^{\prime}  \tag{3.10}\\
\rho_{r}^{\prime}+4 H \rho_{r} & =0 \tag{3.11}
\end{align*}
$$

### 3.2 Cosmological dynamical systems

In this section, we discussed some aspects of cosmology in the context of dynamical systems. Alternative to [59], we suggest the readers that the work of [91] is also a good and simple example in order to deeply understand cosmological dynamical systems. In order to construct the models of cosmology which satisfy observational data, the series of cosmological epoch should contain the era
of inflation $\rightarrow$ radiation dominated $\rightarrow$ matter dominated $\rightarrow$ cosmological constant dominated respectively which could be dubbed minimal cosmological model.

We now use the results from the previous section to calculate the autonomous equations and evaluate fixed points which lead to the understanding the evolution of the background Universe for the existence of disformal coupling between dark energy and dark matter. We neglect the contribution from the radiation density in this work. We derive the autonomous equations using the conformal coefficient, disformal coefficient and the scalar field potential of the form

$$
\begin{equation*}
C=C_{0} e^{\lambda_{1} \phi}, \quad D=D_{0} M^{-4\left(1+\lambda_{3}\right)} e^{\lambda_{2} \phi} X^{\lambda_{3}}, \quad V=M_{v}^{4} e^{\lambda_{4} \phi} \tag{3.12}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}$ and $C_{0}$ are dimensionless constant parameters whilst $M$ and $M_{v}$ are the constant parameters with the dimension of mass. So let us begin the analysis by defining the dimensionless variables as

$$
\begin{array}{ll}
\Omega_{c}=\frac{a^{2} \rho_{c}}{3 \mathcal{H}^{2}}, & \Omega_{b}=\frac{a^{2} \rho_{b}}{3 \mathcal{H}^{2}}, \\
x_{1}^{2}=\frac{\phi^{\prime 2}}{6 \mathcal{H}^{2}}, & x_{2}=\frac{a^{2} V}{3 \mathcal{H}^{2}}, \quad x_{3}=\frac{D \mathcal{H}^{2}}{a^{2} C}, \tag{3.13}
\end{array}
$$

where we set $1 / \sqrt{8 \pi G}=1$ and $\Omega_{c}$ is the dark matter density parameter. It follows from the equation (3.2) that these quantities satisfy the constraint equation,

$$
\begin{equation*}
1=x_{1}^{2}+x_{2}+\Omega_{b}+\Omega_{c} . \tag{3.14}
\end{equation*}
$$

In order to compute the evolution equations for $x_{1}, x_{2}$ and $x_{3}$ we first differentiate the equation (3.2) to obtain

$$
\begin{equation*}
\frac{\mathcal{H}^{\prime}}{\mathcal{H}^{2}}=\frac{1}{2}\left(3 x_{2}-3 x_{1}^{2}-1\right) . \tag{3.15}
\end{equation*}
$$

From the equation (3.15), we see that

$$
\begin{align*}
\mathcal{H}^{\prime} & =\frac{d \mathcal{H}}{d \tau}=a \frac{d^{2} a}{d t^{2}}  \tag{3.16}\\
\frac{d^{2} a}{d t^{2}} & =\frac{\mathcal{H}^{2}}{2 a}\left(3 x_{2}-3 x_{1}^{2}-1\right), \tag{3.17}
\end{align*}
$$

where $t$ is the cosmic time. Differentiating the variables $x_{1}, x_{2}$ and $x_{3}$ from the
equations (3.13) with respect to the number of e-folding $N=\ln a$ together with using the equation (3.15), we obtain the following autonomous equations,

$$
\begin{align*}
& x_{1, N}=\frac{d x_{1}}{d N}=\frac{\bar{K}+\bar{\Sigma}}{F_{\phi}},  \tag{3.18}\\
& x_{2, N}=\frac{d x_{2}}{d N}=x_{2}\left[3\left(1-x_{2}+x_{1}^{2}\right)+\sqrt{6} \lambda_{4} x_{1}\right],  \tag{3.19}\\
& x_{3, N}=\frac{d x_{3}}{d N}=\frac{x_{3}}{x_{1}}\left[\sqrt{6} x_{1}^{2}\left(\lambda_{2}-\lambda_{1}\right)+2 \lambda_{3} x_{1, N}+3 x_{1}\left(1+\lambda_{3}\right)\left(x_{2}-x_{1}^{2}-1\right)\right],  \tag{3.20}\\
& \Omega_{b, N}=\frac{d \Omega_{b}}{d N}=\Omega_{b}\left(3 x_{1}^{2}-3 x_{2}\right) . \tag{3.21}
\end{align*}
$$

where the $x_{1, N}$ means differentiation $x_{1}$ with respect to N and the new parameters from the equation (3.18) are expressed below

$$
\begin{align*}
F_{\phi}= & 2 C^{3}\left[\left(1-6 \lambda_{3} x_{3} x_{1}^{2}\right)\left(1-6 x_{3} x_{1}^{2}\left(1+2 \lambda_{3}\right)\right)\right. \\
& \left.+3 x_{3}\left(1+\lambda_{3}\right)\left(1-x_{1}^{2}-x_{2}-\Omega_{b}\right)\left(1+2 \lambda_{3}\left(1+3 x_{3} x_{1}^{2}\right)\right)\right],  \tag{3.22}\\
\bar{K}= & C^{3}\left[3 x_{1}^{3}-\sqrt{6} \lambda_{4} x_{1}-3 x_{1}\left(1+x_{2}\right)\right]\left[\left(1-6 \lambda_{3} x_{3} x_{1}^{2}\right)\right. \\
& \times\left(1-6 x_{3} x_{1}^{2}\left(1+2 \lambda_{3}\right)\right)+3 x_{3}\left(1+\lambda_{3}\right)\left(1-x_{1}^{2}-x_{2}-\Omega_{b}\right) \\
& \left.\times\left(1+2 \lambda_{3}\left(1+3 x_{3} x_{1}^{2}\right)\right)\right],  \tag{3.23}\\
\bar{\Sigma}= & \sqrt{3 / 2} C^{3}\left(1-x_{1}^{2}-x_{2}-\Omega_{b}\right)\left[\lambda_{1}\left(6 x_{3} x_{1}^{2}\left(2+3 \lambda_{3}\right)-1\right)\right. \\
& +6 x_{3}\left(1+\lambda_{3}\right)\left(\sqrt{6} x_{1}+\lambda_{4} x_{2}\right)\left(1+\lambda_{3}\left(2+6 x_{3} x_{1}^{2}\right)\right) \\
& \left.-6 \lambda_{2} x_{3} x_{1}^{2}\left(1+\lambda_{3}\left(2+6 x_{3} x_{1}^{2}\right)\right)\right] . \tag{3.24}
\end{align*}
$$

We can derive fixed points by solving the equation,

$$
\begin{equation*}
\frac{d x_{1}}{d N}=\frac{d x_{2}}{d N}=\frac{d x_{3}}{d N}=\frac{d \Omega_{b}}{d N}=0 \tag{3.25}
\end{equation*}
$$

and then we are able to analyze the stability of each fixed point using stability analysis in the later topic. The four autonomous equations (3.18) - (3.21) can completely describe the dynamics of this cosmological model in principle.

### 3.3 Fixed points and stability analysis

### 3.3.1 Fixed points

In this analysis we concentrate on the evolution of the Universe at late time. The fixed points of the system can be obtained by setting the left hand side of the equations (3.18) - (3.21) to be zero and then solving the resulting algebraic equations.

## Potential dominated solution

Now we consider the phase of potential dominated Universe which corresponds to the fixed point $x_{1}=0$ and $x_{2}=1$. Inserting this fixed point into the equation (3.19) we obtain $\lambda_{4}=0$. Setting $\lambda_{4}$ and $\Omega_{b}$ to be zero, thus the equation (3.18) becomes

$$
\begin{align*}
x_{1, N}= & \frac{1}{4} x_{1 f}\left[6\left(x_{1 f}^{2}-2\right)-\left(\sqrt { 6 } x _ { 1 f } \left(-\lambda_{1}+36 \lambda_{3} x_{1 f}^{3} x_{3 f}^{2}\left(-x_{1 f} \lambda_{2}+\sqrt{6}\left(\lambda_{3}+1\right)\right)\right.\right.\right. \\
& \left.\left.+6 x_{1 f} x_{3 f}\left(\sqrt{6}\left(1+3 \lambda_{3}+2 \lambda_{3}^{2}\right)+x_{1 f}\left(-\lambda_{2}\left(1+2 \lambda_{3}\right)+\lambda_{1}\left(2+3 \lambda_{3}\right)\right)\right)\right)\right) \\
& \left.\times\left(18 x_{1 f}^{4} \lambda_{3}\left(3 \lambda_{3}+1\right) x_{3 f}^{2}-3 x_{1 f}^{2}\left(2 \lambda_{3}^{2}+9 \lambda_{3}+3\right) x_{3 f}+1\right)\right]=0 \tag{3.26}
\end{align*}
$$

From the above equation, by taking limit $x_{1 f} \rightarrow 0$, we obtain

$$
\begin{equation*}
\lim _{x_{1 f} \rightarrow 0}\left(\left.\frac{1}{x_{1 f}} \frac{d x_{1 f}}{d N}\right|_{x_{1}=x_{1 f}, x_{2}=0, \Omega_{b}=0}\right)=-3 . \tag{3.27}
\end{equation*}
$$

Then, substituting the above result into the equation (3.20), we get

$$
\begin{equation*}
-6 \lambda_{3} x_{3 f}=0 \tag{3.28}
\end{equation*}
$$

This equation suggests that the potential dominated solution can occur in two situations. First situation can occur when the disformal coefficient is much smaller than the conformal coefficient such that $x_{3 f} \simeq 0$. Second situation exists when the disformal coefficient does not depend on kinetic energy of the scalar field, in other words $\lambda_{3}=0$.

## Scaling and scalar field dominated solution

In this section we consider the case of $x_{1 f}^{2}+x_{2 f} \leq 1$ and both $x_{1 f}$ and $x_{2 f}$ are not equal to zero. Then $\Omega_{d}=x_{1 f}^{2}+x_{2 f} \geq 0$ at the fixed point. Let us begin our calculation by setting the equation (3.19) to be zero. We obtain

$$
\begin{equation*}
0=x_{2 f}\left[3\left(1-x_{2 f}+x_{1 f}^{2}\right)+\sqrt{6} \lambda_{4} x_{1 f}\right] . \tag{3.29}
\end{equation*}
$$

For this case $x_{2 f}$ is not zero, then we get

$$
\begin{align*}
0 & =3\left(1-x_{2 f}+x_{1 f}^{2}\right)+\sqrt{6} \lambda_{4} x_{1 f},  \tag{3.30}\\
x_{2 f} & =1+\sqrt{\frac{2}{3}} \lambda_{4} x_{1 f}+x_{1 f}^{2} . \tag{3.31}
\end{align*}
$$

Inserting the equation (3.31) into the equation (3.20) and using the fact that at the fixed point both $x_{1, N}$ and $x_{3, N}$ are zero, we obtain

$$
\begin{equation*}
0=\sqrt{6}\left[\lambda_{2}-\lambda_{1}+\lambda_{4}\left(1+\lambda_{3}\right)\right] x_{1 f} x_{3 f} . \tag{3.32}
\end{equation*}
$$

One can see that when $x_{3 f} \neq 0$, the above equation gives

$$
\begin{equation*}
\lambda_{2}=\lambda_{1}-\lambda_{4}\left(1+\lambda_{3}\right) . \tag{3.33}
\end{equation*}
$$

The equation (3.32) can also be satisfied when $x_{3 f}=0$, which implies that the disformal coefficient equals to zero at this fixed point. Then, this fixed point is the conformal scaling solution. It can be seen that for the case $x_{3 f} \neq 0$, the fixed point corresponds to disformal scaling solution. We will consider the conformal and disformal fixed point in the following topics.

## Conformal scaling solutions

In this section we consider the conformal fixed point where the disformal coefficient vanishes at the fixed point, that is $x_{3 f}=0$, but the conformal coefficient is not zero and still depends on the scalar field. So let us start the calculation by substituting the equation (3.31) into the equation (3.18) and setting $x_{3 f}=0$, we
obtain

$$
\begin{equation*}
0=\frac{1}{2}\left[x_{1 f}\left(\lambda_{4} \lambda_{1}-2\left(\lambda_{4}^{2}+3\right)\right)+\sqrt{6} x_{1 f}^{2}\left(\lambda_{1}-2 \lambda_{4}\right)-\sqrt{6} \lambda_{4}\right] . \tag{3.34}
\end{equation*}
$$

From the above equation, we obtain the fixed point $x_{1 f}$ as

$$
\begin{equation*}
x_{1 f}=-\frac{\lambda_{4}}{\sqrt{6}}, \quad \frac{\sqrt{6}}{\lambda_{1}-2 \lambda_{4}} . \tag{3.35}
\end{equation*}
$$

We can solve for fixed point $x_{2 f}$ by inserting the equation (3.35) into the equation (3.31), then we obtain

$$
\begin{equation*}
x_{2 f}=1-\frac{\lambda_{4}^{2}}{6}, \quad \frac{\lambda_{1}^{2}-2 \lambda_{4} \lambda_{1}+6}{\left(\lambda_{1}-2 \lambda_{4}\right)^{2}} . \tag{3.36}
\end{equation*}
$$

From the equations $(3.35)$ and $(3.36)$, we obtain the conformal fixed points as

$$
\begin{align*}
& \left(x_{1 f}, x_{2 f}, x_{3 f}\right)=\left(-\frac{\lambda_{4}}{\sqrt{6}}, 1-\frac{\lambda_{4}^{2}}{6}, 0\right)  \tag{3.37}\\
& \left(x_{1 f}, x_{2 f}, x_{3 f}\right)=\left(\frac{\sqrt{6}}{\lambda_{1}-2 \lambda_{4}}, \frac{\lambda_{1}^{2}-2 \lambda_{4} \lambda_{1}+6}{\left(\lambda_{1}-2 \lambda_{4}\right)^{2}}, 0\right) \tag{3.38}
\end{align*}
$$

One can see that the first fixed point given in equation (3.37) is the scalar field dominated solution due to $x_{1 f}^{2}+x_{2 f}=1$. This fixed point does not depend on $\lambda_{1}$ or conformal coupling term. Thus, this fixed point is similar to the field dominated fixed point in quintessence models. However, the stability of this fixed point is different from quintessence models that will be shown in section 3.3.2. The second fixed point given in equation (3.38) is the scaling solution, i.e. $\left(x_{1}^{2}+x_{2}\right) / \Omega_{m}$ is a non-zero constant. Nevertheless, we note that in our consideration $\Omega_{b}$ vanishes at these fixed points.

## Disformal scaling solutions

For this case, we consider fixed points where $x_{3 f} \neq 0$ in which the disformal coefficient is not zero, then the equation (3.33) is satisfied. Consequently, these fixed points are disformal scaling solutions. We start to calculate by expressing the density parameter and the equation of state of dark energy in terms of $x_{1 f}$ and
$x_{2 f}$ at the fixed point as

$$
\begin{equation*}
\Omega_{d f}=x_{1 f}^{2}+x_{2 f}, \quad \omega_{d f}=\frac{x_{1 f}^{2}-x_{2 f}}{x_{1 f}^{2}+x_{2 f}} \tag{3.39}
\end{equation*}
$$

where $\Omega_{d f}$ and $\omega_{d f}$ refer to the density parameter and the equation of state of dark energy at the fixed point respectively. In order to relate the calculation to the observable quantities, we also write $x_{1 f}$ and $\lambda_{4}$ in terms of $\Omega_{d f}$ and $\omega_{d f}$ by inserting the equation (3.31) into the equation (3.39). We obtain

$$
\begin{equation*}
\Omega_{d f}=2 x_{1 f}^{2}+\sqrt{\frac{2}{3}} \lambda_{4} x_{1 f}+1, \quad \omega_{d f}=\frac{-1-\sqrt{\frac{2}{3}} \lambda_{4} x_{1 f}}{2 x_{1 f}^{2}+\sqrt{\frac{2}{3}} \lambda_{4} x_{1 f}+1} . \tag{3.40}
\end{equation*}
$$

Solving the above equations for $x_{1 f}$ and $\lambda_{4}$, we get

$$
\begin{equation*}
x_{1 f}= \pm \frac{\sqrt{\Omega_{d f}\left(1+\omega_{d f}\right)}}{\sqrt{2}}, \quad \lambda_{4}=\mp \frac{\sqrt{3}\left(1+\omega_{d f}\right)}{\sqrt{\left(1+\omega_{d f}\right) \Omega_{d f}}} . \tag{3.41}
\end{equation*}
$$

Inserting the above relations into the equation (3.31), we obtain

$$
\begin{equation*}
x_{2 f}=\frac{1}{2}\left(1-\omega_{d f}\right) \Omega_{d f} . \tag{3.42}
\end{equation*}
$$

It is noticed that we can choose the values of $x_{1 f}, x_{2 f}$ and $\lambda_{4}$ by fixing $\Omega_{d f}$ and $\omega_{d f}$. Next one, we calculate $x_{3 f}$ by inserting the equations (3.31) and (3.33) into the equation (3.18). We obtain the higher order polynomial equation as

$$
\begin{align*}
x_{1, N}= & -\frac{1}{2}\left(2\left(\lambda_{4}^{2}+3\right) x_{1}+2 \sqrt{6} \lambda_{4} x_{1}^{2}+\sqrt{6} \lambda_{4}\right) \\
& -\frac{1}{4}\left[\sqrt { \frac { 2 } { 3 } } x _ { 1 } ( \sqrt { 6 } \lambda _ { 4 } + 6 x _ { 1 } ) \left(6 x_{3}\left(\lambda_{4}+\sqrt{\frac{2}{3}}\left(3+\gamma^{2}\right) x_{1}+\lambda_{4} x_{1}^{2}\right)\left(\lambda_{3}+1\right)\right.\right. \\
& \times\left(1+\left(2+6 x_{3} x_{1}^{2}\right) \lambda_{3}\right)+6 x_{1}^{2} x_{3}\left(\lambda_{4}-\lambda_{1}+\lambda_{4} \lambda_{3}\right)\left(1+\left(2+6 x_{3} x_{1}^{2}\right)\right) \\
& \left.\left.+\lambda_{1}\left(-1+6 x_{1}^{2} x_{3}\left(2+3 \lambda_{3}\right)\right)\right)\right]\left[-x_{1} x_{3}\left(\sqrt{6} \lambda_{4}+6 x_{1}\right)\left(\lambda_{3}+1\right)\right. \\
& \left.\times\left(\lambda_{3}\left(6 x_{1}^{2} x_{3}+2\right)+1\right)+\left(1-6 x_{1}^{2} \lambda_{3} v_{5}\right)\left(1-6 x_{1}^{2}\left(2 \lambda_{3}+1\right) x_{3}\right)\right]^{-1}=0 . \tag{3.43}
\end{align*}
$$

From the above equation, we then have a polynomial equation which has degree 2 of $x_{3 f}$ and degree 6 of $x_{1 f}$. Therefore, it is difficult to solve this equation for $x_{1 f}$.

For this reason, we will solve this equation for $x_{3 f}$ instead of $x_{1 f}$. Consequently, we obtain solutions of $x_{3 f}$ as follows

$$
\begin{align*}
& x_{3 f 1}=\frac{1}{6 x_{1}^{2} \lambda_{3}},  \tag{3.44}\\
& x_{3 f 2}=\frac{x_{1}\left(2 \lambda_{4}-\lambda_{1}\right)+\sqrt{6}}{6 x_{1}^{2}\left(x_{1}\left(4 \lambda_{4} \lambda_{3}+2 \lambda_{4}-\lambda_{1}\right)+\sqrt{6}\left(2 \lambda_{3}+1\right)\right)}, \tag{3.45}
\end{align*}
$$

where $x_{3 f 1}$ and $x_{3 f 2}$ are the solutions of the polynomial equation of the fixed point. Substituting $x_{1 f}$ and $\lambda_{4}$ from the equation (3.41) into the above equation, we obtain the solutions of $x_{3 f}$ as

$$
\begin{align*}
& x_{3 f 1}=\frac{1}{3 \lambda_{3} \Omega_{d f}\left(1+\omega_{d f}\right)},  \tag{3.46}\\
& x_{3 f 2}=\frac{2 \omega_{d f} \sqrt{3 \Omega_{d f}}+\lambda_{1} \sqrt{\omega_{d f}+1}}{3 \Omega_{d f}\left(\omega_{d f}+1\right)\left(2 \sqrt{3 \Omega_{d f}}\left(2 \lambda_{3}+1\right) \omega_{d f}+\lambda_{1} \sqrt{\omega_{d f}+1}\right)} . \tag{3.47}
\end{align*}
$$

One can see from the equations (3.31), (3.41), (3.46) and (3.47) that there are two classes for the disformal scaling solutions as shown in Table 1. From the equation (3.46), it is remarkable that $x_{3 f 1} \rightarrow \infty$ when $\lambda_{3} \rightarrow 0$. This implies that, the fixed point in the class I cannot occur when $\lambda_{3}=0$. In other words, this fixed point does not exist when disformal coefficient does not depend on kinetic terms of scalar field. In contrast, the fixed point in the equation (3.47) can occur when the parameter $\lambda_{3}=0$ discussed in [92]. We will discuss this case later. In the next section, we study linear stability theory and then use this theory to analyze the stability for each fixed point previously obtained from the cosmological dynamical analysis. Consequently, we can explain how the Universe evole and what are phases the Universe passed until present phase by the stability of fixed points.

### 3.3.2 Linear stability theory

In this section, we will give a brief detail of the linear stability theory. In the context of mathematics, this theory can address the stability of differential equation solutions. In the context of cosmology, this theory can use to analyze the stability of fixed points for each phase of cosmological dynamical system. Let us

Table 1 The fixed points for the disformal scaling solutions in the fucntion of $\omega_{d f}$ and $\Omega_{d f}$. The fixed point class I cannot exist when $\lambda_{3}=0$

| class | $x_{1 f}$ | $x_{2 f}$ | $x_{3 f}$ |
| :--- | :--- | :--- | :--- |
| I | $\pm \frac{\sqrt{\left(1+\omega_{d f}\right) \Omega_{d f}}}{\sqrt{2}}$ | $\frac{1}{2}\left(1-\omega_{d f}\right) \Omega_{d f}$ | $x_{3 f 1}$ |
| II | $\pm \frac{\sqrt{\left(1+\omega_{d f}\right) \Omega_{d f}}}{\sqrt{2}}$ | $\frac{1}{2}\left(1-\omega_{d f}\right) \Omega_{d f}$ | $x_{3 f 2}$ |

begin to study the linear stability theory by defining dynamical system in term of autonomous equation as $\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x})$ where $\mathbf{f}(\mathbf{x})=\left(f_{1}(x), \ldots, f_{n}(x)\right)$. Using Taylor expansion around fixed point $\mathbf{x}_{\mathbf{0}}$, we obtain

$$
\begin{equation*}
f_{i}(\mathbf{x})=f_{i}\left(\mathbf{x}_{0}\right)+\sum_{j=1}^{n} \frac{\partial f_{i}}{\partial x_{j}}\left(\mathbf{x}_{0}\right) y_{j}+\frac{1}{2!} \sum_{j, k=1}^{n} \frac{\partial^{2} f_{i}}{\partial x_{j} \partial x_{k}}\left(\mathbf{x}_{0}\right) y_{j} y_{k}+\ldots \tag{3.48}
\end{equation*}
$$

where $\mathbf{y}=\mathbf{x}-\mathbf{x}_{0}$. Here, we consider only the first order partial derivative. Consequently, we obtain the Jacobian matrix of function $\mathbf{f}(\mathbf{x})$ as

$$
J=\left.\frac{\partial f_{i}}{\partial x_{j}}\right|_{\mathbf{x}=\mathbf{x}_{0}}=\left[\begin{array}{ccc}
\left.\frac{\partial f_{1}}{\partial x_{1}}\right|_{\mathbf{x}=\mathbf{x}_{0}} & \cdots & \left.\frac{\partial f_{1}}{\partial x_{n}}\right|_{\mathbf{x}=\mathbf{x}_{0}}  \tag{3.49}\\
\left.\frac{\partial f_{2}}{\partial x_{1}}\right|_{\mathbf{x}=\mathbf{x}_{0}} & \cdots & \left.\frac{\partial f_{2}}{\partial x_{n}}\right|_{\mathbf{x}=\mathbf{x}_{0}} \\
\vdots & \ddots & \vdots \\
\left.\frac{\partial f_{n}}{\partial x_{1}}\right|_{\mathbf{x}=\mathbf{x}_{0}} & \cdots & \left.\frac{\partial f_{n}}{\partial x_{n}}\right|_{\mathbf{x}=\mathbf{x}_{0}}
\end{array}\right] .
$$

The equation (3.49) contains the information about the stability of the system. Moreover, in the context of cosmology $J$ can be used to determine the stability of the system. However, the linear stability theory cannot use to determine the stability of the system when the Jocobian matrix $J$ equal to zero. For the case $J=0$, the stability of the dynamical systems can be determined by changing variable, Lyapunov stability, centre manifold theory and etc. [93]. Although, we will consider this case in later topic.

Now, we consider a simple example of two dimensional dynamical system before returning to more complex cosmological dynamical system. Consider the

Table 2 The stability of the two dimensional dynamical system.

| Eigenvalues | Explanation |
| :---: | :---: |
| $\mu_{1}>0, \mu_{2}>0$ | unstable fixed point |
| $\mu_{1}<0, \mu_{2}<0$ | stable fixed point |
| $\mu_{1}<0, \mu_{2}>0$ | saddle fixed point |
| $\mu_{1}>0, \mu_{2}<0$ | saddle fixed point |

simple autonomous system given by

$$
\begin{align*}
& \dot{x}_{1}=g\left(x_{1}, x_{2}\right),  \tag{3.50}\\
& \dot{x}_{2}=h\left(x_{1}, x_{2}\right), \tag{3.51}
\end{align*}
$$

where $g$ and $h$ are functions of $x_{1}$ and $x_{2}$. At the fixed points $\left(x_{10}, x_{20}\right)$ of the system $g\left(x_{1}, x_{2}\right)$ and $h\left(x_{1}, x_{2}\right)$ are equal to zero, that is

$$
\begin{equation*}
g\left(x_{10}, x_{20}\right)=0, \quad \text { and } \quad h\left(x_{10}, x_{20}\right)=0 . \tag{3.52}
\end{equation*}
$$

The Jacobian matrix of this system is given by

$$
J_{2}=\left[\begin{array}{cc}
\frac{\partial g}{\partial x_{1}} & \frac{\partial g}{\partial x_{2}}  \tag{3.53}\\
\frac{\partial h}{\partial x_{1}} & \frac{\partial h}{\partial x_{2}}
\end{array}\right]=\left[\begin{array}{ll}
g_{, x_{1}} & g_{, x_{2}} \\
h_{, x_{1}} & h_{, x_{2}}
\end{array}\right],
$$

where $J_{2}$ is a $2 \times 2$ matrix. Thus, $J_{2}$ has 2 eigenvalues for this system that is $\mu_{1,2}$ as follows

$$
\begin{align*}
& \mu_{1}=\frac{1}{2}\left(g_{, x_{1}}+h_{, x_{2}}\right)+\frac{1}{2} \sqrt{\left(g_{, x_{1}}-h_{, x_{2}}\right)^{2}+4 g_{x_{2}} h_{, x_{1}}},  \tag{3.54}\\
& \mu_{2}=\frac{1}{2}\left(g_{, x_{1}}+h_{, x_{2}}\right)-\frac{1}{2} \sqrt{\left(g_{, x_{1}}-h_{, x_{2}}\right)^{2}+4 g_{x_{2}} h_{, x_{1}}} . \tag{3.55}
\end{align*}
$$

The stability of the system depends on the values of eigenvalue. We express some possible cases and give a short explanation for each case in Table 2. In the next section, we use the linear stability theory to analyze each fixed point which is obtained from the previous section.

## Potential dominated

The potential dominated fixed point corresponds to $\left(x_{1 f}, x_{2 f}\right)=(0,1)$, $\lambda_{1}=\lambda_{4}=\Omega_{b}=0$. As mentioned above and from the equation (3.49), we obtain the Jacobian matrix for the potential dominated fixed point as

$$
J=\left[\begin{array}{cccc}
\frac{\partial x_{1, N}}{\partial x_{1}} & \frac{\partial x_{1, N}}{\partial x_{2}} & \frac{\partial x_{1, N}}{\partial x_{3}} & \frac{\partial x_{1, N}}{\partial \Omega_{b}}  \tag{3.56}\\
\frac{\partial x_{2, N}}{\partial x_{1}} & \frac{\partial x_{2, N}}{\partial x_{2}} & \frac{\partial x_{2, N}}{\partial x_{3}} & \frac{\partial x_{2, N}}{\partial \Omega_{b}} \\
\frac{\partial x_{3, N}}{\partial x_{1}} & \frac{\partial x_{3, N}}{\partial x_{2}} & \frac{\partial x_{3, N}}{\partial x_{3}} & \frac{\partial x_{3, N}}{\partial \Omega_{b}} \\
\frac{\partial b_{l, N}}{\partial x_{1}} & \frac{\partial \Omega_{b, N}}{\partial x_{2}} & \frac{\partial \Omega_{b, N}}{\partial x_{3}} & \frac{\partial \Omega_{b, N}}{\partial \Omega_{b}}
\end{array}\right]=\left[\begin{array}{cccc}
-3 & 0 & 0 \\
0 & -3 & 0 & 0 \\
0 & -3\left(-1+36 x_{3}\right) & -6 & -108 x_{3}^{2} \\
0 & 0 & 0 & -3
\end{array}\right] .
$$

From the above Jacobian matrix, we have four eigenvalues as follows

$$
\begin{array}{ll}
\mu_{1}=-3, & \mu_{2}=-3, \\
\mu_{3}=-6, & \mu_{4}=-3 . \tag{3.57}
\end{array}
$$

Then, the potential dominated solution is stable at fixed point because the all eigenvalues of the Jacobian matrix (3.57) are negative. This suggests that the Universe can evolve from other phase which is unstable or saddle phase to the stable phase of the potential dominated epoch.

## Conformal scaling solutions

For the case of conformal scaling solutions, disformal coefficient vanishes $(D=0)$ at the fixed points. This case we neglect the contributions for radiation. Once again, we write the eigenvalues of the fixed points in terms of density parameter $\Omega_{d f}$ and the equation of state $\omega_{d f}$ to reduce the complexity of the system. In order to calculate the stability of these fixed points, we begin the calculation by inserting the conformal fixed points from the equations (3.37) and (3.38) into the equation (3.39). Then we respectively get

$$
\begin{align*}
& \Omega_{d f}=1, \quad \omega_{d f}=\frac{\lambda_{4}^{2}}{3}-1,  \tag{3.58}\\
& \Omega_{d f}=\frac{\lambda_{1}^{2}-2 \lambda_{4} \lambda_{1}+12}{\left(\lambda_{1}-2 \lambda_{4}\right)^{2}}, \quad \omega_{d f}=-\frac{\lambda_{1}\left(\lambda_{1}-2 \lambda_{4}\right)}{\lambda_{1}^{2}-2 \lambda_{4} \lambda_{1}+12} . \tag{3.59}
\end{align*}
$$

The equation (3.58) for the fixed point in the equation (3.37) and the equation (3.59) for the fixed point in the equation (3.38). Solving the above equations for $\lambda_{1}$ and $\lambda_{4}$, we respectively obtain

$$
\begin{align*}
& \lambda_{4}=\mp \sqrt{3\left(1+\omega_{d f}\right)}, \quad \text { for the equation (3.58), }  \tag{3.60}\\
& \lambda_{1}=\mp \frac{2 \omega_{d f} \sqrt{3 \Omega_{d f}}}{\sqrt{1+\omega_{d f}}}, \quad \lambda_{4}=\mp \frac{\sqrt{3}\left(1+\omega_{d f}\right)}{\sqrt{1+\omega_{d f}} \Omega_{d f}}, \quad \text { for the equation (3.59). } \tag{3.61}
\end{align*}
$$

From the autonomous equations (3.18) - (3.20) and the equation (3.49), we obtain the Jacobian matrix for the conformal scaling solutions as

$$
J=\left[\begin{array}{cccc}
\frac{\partial x_{1, N}}{\partial x_{1}} & \frac{\partial x_{1, N}}{\partial x_{2}} & 0 & \frac{\partial x_{1, N}}{\partial \Omega_{b}}  \tag{3.62}\\
0 & \frac{\partial x_{2, N}}{\partial x_{2}} & 0 & 0 \\
0 & 0 & \frac{\partial x_{3, N}}{\partial x_{3}} & \frac{\partial x_{3, N}}{\partial \Omega_{b}} \\
0 & 0 & 0 & \frac{\partial \Omega_{b, N}}{\partial \Omega_{b}}
\end{array}\right] .
$$

In order to determine eigenvalues for the conformal scaling solutions, we set $x_{3}=0$ and insert the equations (3.37) and (3.60) into the above Jacobian matrix. We have

$$
J=\left[\begin{array}{cccc}
3 \omega_{d f}+\frac{\lambda_{1}}{2} \sqrt{3 \alpha} & \frac{\sqrt{3}}{2 \sqrt{2}}\left(\sqrt{3} \alpha+\lambda_{1}\right) & 0 & \frac{\sqrt{3}}{2 \sqrt{2}} \lambda_{1}  \tag{3.63}\\
0 & -\frac{3}{2} \alpha & 0 & 0 \\
0 & 0 & -\sqrt{3 \alpha}\left(\lambda_{1}-\lambda_{2}+\sqrt{3 \alpha}\left(\lambda_{3}+1\right)\right) & 0 \\
0 & 0 & 0 & 3 \omega_{d f}
\end{array}\right]
$$

where $\alpha=1+\omega_{d f}$. We then obtain the eigenvalues for the conformal fixed point given in equation (3.37) as

$$
\begin{align*}
\mu^{+}= & \left(3 \omega_{d f}, \frac{3\left(\omega_{d f}-1\right)}{2}, 3 \omega_{d f}+\frac{\lambda_{1}}{2} \sqrt{3 \alpha},\right. \\
& \left.\sqrt{\alpha}\left(\sqrt{3}\left(\lambda_{2}-\lambda_{1}\right)-3\left(1+\lambda_{3}\right) \sqrt{\alpha}\right)\right),  \tag{3.64}\\
\mu^{-}= & \left(3 \omega_{d f}, \frac{3\left(\omega_{d f}-1\right)}{2}, 3 \omega_{d f}-\frac{\lambda_{1}}{2} \sqrt{3 \alpha},\right. \\
& \left.\sqrt{\alpha}\left(\sqrt{3}\left(\lambda_{1}-\lambda_{2}\right)-3\left(1+\lambda_{3}\right) \sqrt{\alpha}\right)\right) . \tag{3.65}
\end{align*}
$$

Similarly to the previous calculation, we set $x_{3}=0$ and insert the equations (3.38) and (3.61) into the Jacobian matrix given by equation (3.62). Then we obtain the
eigenvalues for the conformal fixed point given in equation (3.38) as follows

$$
\begin{align*}
\mu^{+}= & \left(3 \Omega_{d f} \omega_{d f}, \frac{3}{4}\left(\Omega_{d f} \omega_{d f}-1-\sqrt{\frac{\alpha \beta \omega_{d f}-\gamma-7}{\alpha}}\right)\right. \\
& \frac{3}{4}\left(\Omega_{d f} \omega_{d f}-1+\sqrt{\frac{\alpha \beta \omega_{d f}-\gamma-7}{\alpha}}\right) \\
& \lambda_{2} \sqrt{3 \Omega_{d f} \alpha}-3 \lambda_{3}\left(1-\Omega_{d f} \omega_{d f}+\lambda_{3}\left(1+\Omega_{d f} \omega_{d f}\right)\right)  \tag{3.66}\\
\mu^{-}= & \left(3 \Omega_{d f} \omega_{d f}, \frac{3}{4}\left(\Omega_{d f} \omega_{d f}-1-\sqrt{\frac{\alpha \beta \omega_{d f}-\gamma-7}{\alpha}}\right)\right. \\
& \frac{3}{4}\left(\Omega_{d f} \omega_{d f}-1+\sqrt{\frac{\alpha \beta \omega_{d f}-\gamma-7}{\alpha}}\right) \\
& \left.-\lambda_{2} \sqrt{3 \alpha \Omega_{d f}}-3 \lambda_{3}\left(1-\Omega_{d f} \omega_{d f}+\lambda_{3}\left(1+\Omega_{d f} \omega_{d f}\right)\right)\right), \tag{3.67}
\end{align*}
$$

where $\beta=9+\Omega_{d f}^{2}$ and $\gamma=2 \Omega_{d f}\left(\omega_{d f}^{2}+5 \omega_{d f}-4\right)$. The stabilities of the fixed point in equations (3.37) and (3.38) have been already discussed in literature [94, 95]. Therefore, we are not going to discuss in detail here. However, the main conclusion can be summarize using equation (3.61) as following consideration.

For the conformal scaling solutions, we have $x_{1 f} \neq 0$, so that $\omega_{d f}>-1$ and then $\lambda_{4} \neq 0$ as follows from the equation (3.60). This equation also suggests that the potential dominated fixed point, which corresponds to $\omega_{d}=-1$, occur when $\lambda_{4}=0$. We note that this fixed point describes de-Sitter expansion.

For the case $\lambda_{4}<0, \lambda_{1}<\frac{-6 \omega_{d f}}{\sqrt{3\left(1+\omega_{d f}\right)}}$ and the values of $\lambda_{2}$ and $\lambda_{3}$ are chosen suitably, for example $\lambda_{2} \sim \lambda_{3} \sim \mathcal{O}(1)$, the Universe can evolve to the stable fixed point $\left(\omega_{d}, \Omega_{d}\right)=\left(\omega_{d f}, 1\right)$ at late time. For the case $\lambda_{4}>0$, when $\lambda_{1}>\frac{6 \omega_{d f}}{\sqrt{3\left(1+\omega_{d f}\right)}}$ the Universe evolve to the stable fixed point which is $\left(\omega_{d}, \Omega_{d}\right)=\left(\omega_{d f}, 1\right)$.

## Disformal scaling solutions

For the case of disformal fixed points, the fixed points can occur only when $x_{3 f} \neq 0$ or $D \neq 0$. For this case, we set $\Omega_{b}=0$. Then, determinant of the matrix
$J$ for the disformal scaling solutions can be expressed as

$$
\begin{align*}
\operatorname{det} J= & \frac{\partial x_{1, N}}{\partial x_{3}}\left[3\left(1+\lambda_{3}\right)\left(\sqrt{6} \lambda_{4}+6 x_{1 f}\right) x_{1 f} x_{2 f}+\left(9 x_{1 f}^{2}\left(1+\lambda_{3}\right)\right.\right. \\
& \left.+2 \sqrt{6} x_{1 f}\left(\lambda_{1}-\lambda_{2}\right)-3\left(1+\lambda_{3}\right)\left(x_{2 f}-1\right)\right) \\
& \left.\times\left(\sqrt{6} \lambda_{4} x_{1 f}+3 x_{1 f}^{2}-6 x_{2 f}+3\right)\right] x_{3 f} . \tag{3.68}
\end{align*}
$$

Inserting the fixed points from Table 1 into the above equation we obtain $J=0$ for all fixed points. This suggests that one or more of the eigenvalues for each fixed points are zero. Consequently, we cannot use the linear stability theory to analyze the stability of the system for these fixed points. Fortunately, for the disformal fixed points, we have relation betweens $\lambda_{2}$ and $\lambda_{1}, \lambda_{3}, \lambda_{4}$ which is shown in the equation (3.33). From this relation, we can write $x_{3}$ in terms of $x_{1}$ and $x_{2}$ by using the relation in the equation (3.33), and the dimensionless variable in equation (3.13). We have

$$
\begin{align*}
x_{3 f} & =\frac{D \mathcal{H}^{2}}{a^{2} C}, \\
x_{2 f} x_{3 f} & =\frac{D(\phi) V(\phi)}{C(\phi)}=\frac{D_{0} e^{\lambda_{2} \phi} X^{\lambda_{3}} V_{0} e^{\lambda_{4} \phi}}{3 C_{0} e^{\lambda_{1} \phi}} \\
& =\frac{D_{0} V_{0} X^{\lambda_{3}} e^{\left(\lambda_{2}-\lambda_{1}+\lambda_{4}\right) \phi}}{3 C_{0}}=\frac{D_{0} V_{0}}{3 C_{0}} X^{\lambda_{3}} e^{-\lambda_{3} \lambda_{4} \phi} \\
& =\frac{D_{0} V_{0}}{3 C_{0}}\left(\frac{X}{e^{\lambda_{4} \phi}}\right)^{\lambda_{3}}=\frac{D_{0} V_{0}^{1+\lambda_{3}}}{3 C_{0}}\left(\frac{X}{V(\phi)}\right)^{\lambda_{3}} . \tag{3.69}
\end{align*}
$$

Using $X=\phi^{\prime 2} / 2 a^{2}$ and define $r_{0}=D_{0} V_{0}^{1+\lambda_{3}} / 3 C_{0}$, we obtain

$$
\begin{align*}
x_{2 f} x_{3 f} & =r_{0}\left(\frac{\phi^{\prime 2} / 2 a^{2}}{3 \mathcal{H}^{2} x_{2 f} / a^{2}}\right)^{\lambda_{3}}=r_{0}\left(\frac{\phi^{\prime 2}}{6 \mathcal{H}^{2} x_{2 f}}\right)^{\lambda_{3}} \\
& =r_{0}\left(\frac{x_{1 f}^{2}}{x_{2 f}}\right)^{\lambda_{3}},  \tag{3.70}\\
x_{3 f} & =r_{0} \frac{x_{1 f}^{2 \lambda_{3}}}{x_{2 f}^{1+\lambda_{3}}} . \tag{3.71}
\end{align*}
$$

One can see that $r_{0}$ is a constant and controls magnitude of $x_{3 f}$ for a given value of $x_{1 f}$ and $x_{2 f}$. Therefore, number of independent dimensionless variables or dimensions of phase space of this system reduced to two consisting of $x_{1}$ and $x_{2}$. Now we discuss the disformal fixed points in this two dimensional phase space.

Substituting the relations in equations (3.33) and (3.71) into the equation (3.18), we obtain a long polynomial equation as follows

$$
\begin{align*}
x_{1 f, N}= & \frac{1}{4}\left[-\sqrt{\frac{2}{3}} x_{1 f}\left(\sqrt{6} \lambda_{4}+6 x_{1 f}\right)\left(6 \lambda_{3}+r_{0}\left(\sqrt{\frac{2}{3}}\left(\lambda_{4}^{2}+3\right) x_{1 f}+\lambda_{4} x_{1 f}^{2}+\lambda_{4}\right) x_{1 f}^{2 \lambda_{3}}\right.\right. \\
& \times\left(\sqrt{\frac{2}{3}} \lambda_{4} x_{1 f}+x_{1 f}^{2}+1\right)^{-\left(\lambda_{3}+1\right)}\left(\lambda _ { 3 } \left(6 r_{0} x_{1 f}^{2 \lambda_{3}+2}\left(\sqrt{\frac{2}{3}} \lambda_{4} x_{1 f}+x_{1 f}^{2}+1\right)^{-\left(\lambda_{3}+1\right)}\right.\right. \\
& +2)+1)-6 r_{0}\left(\lambda_{1}-\left(\lambda_{3}+1\right) \lambda_{4}\right) x_{1 f}^{2 \lambda_{3}+2}\left(\sqrt{\frac{2}{3}} \lambda_{4} x_{1 f}+x_{1 f}^{2}+1\right)^{-\left(\lambda_{3}+1\right)} \\
& \times\left(\lambda_{3}\left(6 r_{0} x_{1 f}^{2 \lambda_{3}+2}\left(\sqrt{\frac{2}{3}} \lambda_{4} x_{1 f}+x_{1 f}^{2}+1\right)^{-\left(\lambda_{3}+1\right)}+2\right)+1\right)+\lambda_{1}\left(6\left(3 \lambda_{3}+2\right)\right. \\
& \left.\times r_{0} x_{1 f}^{2 \lambda_{3}+2}\left(\sqrt{\frac{2}{3}} \lambda_{4} x_{1 f}+x_{1 f}^{2}+1\right)^{-\left(\lambda_{3}+1\right)}-1\right)\left(\left(1-6 \lambda_{3} r_{0} x_{1 f}^{2 \lambda_{3}+2}\right.\right. \\
& \left.\times\left(\sqrt{\frac{2}{3}} \lambda_{4} x_{1 f}+x_{1 f}^{2}+1\right)^{-\left(\lambda_{3}+1\right)}\right)\left(1-6\left(2 \lambda_{3}+1\right) r_{0} x_{1 f}^{2 \lambda_{3}+2}\right. \\
& \left.\times\left(\sqrt{\frac{2}{3}} \lambda_{4} x_{1 f}+x_{1 f}^{2}+1\right)^{-\left(\lambda_{3}+1\right)}\right)-\left(\lambda_{3}+1\right) r_{0}\left(\sqrt{6} \lambda_{4}+6 x_{1 f}\right) x_{1 f}^{2 \lambda_{3}+1} \\
& \left(\sqrt{\frac{2}{3}} \lambda_{4} x_{1 f}+x_{1 f}^{2}+1\right)^{-\left(\lambda_{3}+1\right)}\left(\lambda _ { 3 } \left(6 r_{0} x_{1 f}^{2 \lambda_{3}+2}\left(\sqrt{\frac{2}{3}} \lambda_{4} x_{1 f}+x_{1 f}^{2}+1\right)^{-\left(\lambda_{3}+1\right)}\right.\right. \\
& \left.\left.+2)+1))^{-1}-2\left(2\left(\lambda_{4}^{2}+3\right) x_{1 f}+2 \sqrt{6} \lambda_{4} x_{1 f}^{2}+\sqrt{6} \lambda_{4}\right)\right)\right]=0 . \tag{3.72}
\end{align*}
$$

It is noticed that, the highest degree of $x_{1 f}$ in the above equation is $6+4 \lambda_{3}$. Since it is quite difficult to solve this polynomial equation for $x_{1 f}$, we should solve this equation for $r_{0}$ instead of $x_{1 f}$. However, in order to connect our results with the observational bound, we express $r_{0}$ in terms of $\Omega_{d f}$ and $\omega_{d f}$ by inserting the equation (3.41) into the equation (3.18). In such a way, we obtain

$$
\begin{align*}
& r_{0}=r_{01}=\frac{1}{6 \lambda_{3}}\left(\frac{1-\omega_{d f}}{1+\omega_{d f}}\right)^{1+\lambda_{3}},  \tag{3.73}\\
& r_{0}=r_{0_{ \pm}}=\frac{1}{2 \sqrt{3}}\left(\frac{1-\omega_{d f}}{1+\omega_{d f}}\right)^{1+\lambda_{3}} \times \frac{\lambda_{1} \sqrt{1+\omega_{d f}} \pm 2 \omega_{d f} \sqrt{3 \Omega_{d f}}}{\lambda_{1} \sqrt{3\left(1+\omega_{d f}\right)} \pm 6\left(2 \lambda_{3}+1\right) \omega_{d f} \sqrt{\Omega_{d f}}} . \tag{3.74}
\end{align*}
$$

From the above equations, the fixed points in Table 1 can be expressed in terms of $r_{0}$ as shown in Table 3. It is noticed that when $\lambda_{3}=0$ the fixed points in the class II reduce to the fixed point in [96].

The fixed points in this case is quite complicate to perform the direct

Table 3 This table shows the fixed points of disformal scaling solutions in term of the observable parameters $\omega_{d}$ and $\Omega_{d}$ model which is separated into two class.

| class | $x_{1 f}$ | $x_{2 f}$ | $r_{0}$ |
| :--- | :--- | :--- | :--- |
| $\mathrm{I}^{+}$ | $\frac{\sqrt{\left(1+\omega_{d f}\right) \Omega_{d f}}}{\sqrt{2}}$ | $\frac{1}{2}\left(1-\omega_{d f}\right) \Omega_{d f}$ | $r_{01}$ |
| $\mathrm{I}^{-}$ | $-\frac{\sqrt{\left(1+\omega_{d f}\right) \Omega_{d f}}}{\sqrt{2}}$ | $\frac{1}{2}\left(1-\omega_{d f}\right) \Omega_{d f}$ | $r_{01}$ |
| $\mathrm{II}^{+}$ | $\frac{\sqrt{\left(1+\omega_{d f}\right) \Omega_{d f}}}{\sqrt{2}}$ | $\frac{1}{2}\left(1-\omega_{d f}\right) \Omega_{d f}$ | $r_{0+}$ |
| $\mathrm{II}^{-}$ | $-\frac{\sqrt{\left(1+\omega_{d f}\right) \Omega_{d f}}}{\sqrt{2}}$ | $\frac{1}{2}\left(1-\omega_{d f}\right) \Omega_{d f}$ | $r_{0-}$ |



Figure 1 This figure shows the evolutions of dark matter and dark energy density parameters from the past to the present epoch which is computed from the $\Lambda$ CDM model. Line A is the density parameter of the dark matter and line $B$ is the density parameter of the dark energy
stability analysis analytically. Hence, we will operate the stability analysis by using numerical analysis instead of analytical analysis and show the regions of the stable and unstable of the fixed points which correspond to the observable parameters $\left(\Omega_{d f}, \omega_{d f}\right)$. However, before going to the stability analysis, in order to compare our analysis with the standard model of cosmology, we show a plots of the evolution of the matter energy density parameter $\Omega_{m}$ and dark energy density parameter $\Omega_{d}$ from the $\Lambda \mathrm{CDM}$ model in Figure 1. This figure shows the value of $\Omega_{m}$ drops down from 1 to 0.3 and the value of $\Omega_{d}$ increases from $\sim 0$ to $\sim 0.7$ from the past to the present day and value of $\omega_{d}$ is $\sim-0.99$ from the past to present day. The


Figure 2 The regions I $\left(\lambda_{3}, \lambda_{1}\right)=(1,100)$ and II $\left(\lambda_{3}, \lambda_{1}\right)=(20,1)$ are the stable regions of the fixed points for the class $\mathrm{I}^{+}$. The fixed point is saddle out side these regions.
standard model of cosmology ( $\Lambda$ CDM model) and the cosmological observations [97] suggest that the values of dark energy density parameter and the equation of state parameter are $\left(\Omega_{d}, \omega_{d}\right) \sim(0.69,-0.99)$. We use these values to connect our analysis with the observational bound by setting $\left(\Omega_{d}, \omega_{d}\right)$ of the fixed point to be $\sim(0.69,-0.99)$.

Now, we analyze the case of the phase space which is dimension reduces to two by a relation given in equation (3.71) called reduced phase space. There exist two classes of the fixed points as shown in table 3. To perform stability analysis, we first linearlize the equation (3.72) and (3.19) around the fixed point and then compute corresponding eigenvalues. However, the expressions for the eigenvalues are very complicate. Thus, we evaluate the values of the eigenvalues numerically by inserting the numerical values of parameters and fixed points from Table 3 into the analytic expression of the eigenvalues. For the fixed points in class I, the fixed points are saddle and covers for entire region of the values of $-1<\omega_{d f}<0$ and $0<\Omega_{d f}<1$ when $\lambda_{1}=\lambda_{3}=1$ (this class cannot exist when $\lambda_{3}=0$ ). We have shown the stable region for the class I ${ }^{+}$from the Table 3 in the $\Omega_{d f}-\omega_{d f}$ plane in Figure 2. For this plot, we use the values of $\left(\lambda_{3}, \lambda_{1}\right)=(1,100)$ and $(20,1)$. The regions I and II shown in Figure 2 are stable. However, the fixed points are saddle


Figure 3 The regions I and II are the stable regions of the fixed points for the class $\mathrm{I}^{-}$. The fixed point is saddle out side these regions.
out side these regions. Similarly as class $\mathrm{I}^{+}$, we show the stable regions for the class $I^{-}$in Figure 3 and we set the values of $\left(\lambda_{3}, \lambda_{1}\right)=(1,500)$ for region I and $\left(\lambda_{3}, \lambda_{1}\right)=(20,1)$. The regions I and II in Figure 3 represent the regions of stable fixed points, so that the fixed points become saddle points out side these regions. According to the Figures 2 and 3, if $\lambda_{1}$ is large enough, the fixed points stable within the region $\Omega_{d f} \in[0.7,1)$ and $\omega_{d f} \in(-0.99,-0.97)$.

Now we consider the case $\lambda_{3}=0$ which corresponds to the fixed points in class II. This class consists of two cases of the fixed points which are class $\mathrm{II}^{+}$ and $\mathrm{II}^{-}$. We consider class $\mathrm{II}^{+}$which is saddle fixed point. We use the numerical calculation to perform the stability analysis and show the saddle regions in Figure 4. The saddle regions of this class are increasing when $\lambda_{1}$ increases. This figure shows the regions I, II and III which are saddle regions and set the values of $\left(\lambda_{1}, \lambda_{3}\right)=(2,0),(5,0),(10,0)$. The fixed points are stable outside these regions and become saddle points within the region $\Omega_{d f} \in[0.7,1)$ and $\omega_{d f} \in(-0.99,-0.97)$ when $\lambda_{1} \gg 1$ and $\lambda_{3} \gg 1$. The entire region II overlaps with a part of region III and the whole of region I overlaps with a part of region II.

Now we consider the case of $\lambda_{3} \neq 0$, this case cannot exist for the fixed point in class I but occurs for the fixed points class II. We use the numerical method


Figure 4 This figure show the saddle regions I, II and III of the fixed point class $\mathrm{II}^{+}$. Out side these regions the fixed point is stable. In this numerical we have used $\left(\lambda_{1}, \lambda_{3}\right)=(2,0),(5,0),(10,0)$
to perform stability analysis for the fixed points class $\mathrm{II}^{+}$and $\mathrm{II}^{+}$. Fixed points in this class are stable for a wide range of $\lambda_{1}$ when $-1<\omega_{d f}<0$ and $0<\Omega_{d f}<1$. Figures 5 and 6 show regions I, II and III which are saddle points. For these figure we set the values of $\left(\lambda_{3}, \lambda_{1}\right)=(1,1),(1,5),(5,1)$. It can be seen in the figures that the fixed points are stable outside these regions. For this case the same values of $\lambda_{1}, \lambda_{2}, \lambda_{3}$ can lead to different stable fixed points at late time.

Again, we consider for the case $\lambda_{3}=0$ the equation (3.74) becomes

$$
\begin{equation*}
r_{0 \pm}=\frac{1-\omega_{d f}}{6\left(1+\omega_{d f}\right)} \tag{3.75}
\end{equation*}
$$

One can see that, $r_{0 \pm}$ or $x_{3 f}$ takes a single value for a given value of $\omega_{d f}$. From the equations (3.40) and (3.41) and a fixed value of $\lambda_{4}$, we obtain

$$
\sqrt{\Omega_{d f}}= \begin{cases}\frac{\lambda_{4}^{2}\left(\omega_{d f}+1\right)+\sqrt{\lambda_{4}^{2}\left(\omega_{d f}+1\right)\left(\lambda_{4}^{2}\left(\omega_{d f}+1\right)-12 \omega_{d f}\right)}-6 \omega_{d f}}{6 \omega_{d f}^{2}} & \text { for negative } \lambda_{4},  \tag{3.76}\\ -\frac{-\lambda_{4}^{2}\left(\omega_{d f}+1\right)+\sqrt{\lambda_{4}^{2}\left(\omega_{d f}+1\right)\left(\lambda_{4}^{2}\left(\omega_{d f}+1\right)-12 \omega_{d f}\right)}+6 \omega_{d f}}{6 \omega_{d f}^{2}} & \text { for positive } \lambda_{4} .\end{cases}
$$

It is noticed that, $\Omega_{d f}$ depends on $\lambda_{4}$ and takes a single value for a given $\lambda_{4}$ where $\omega_{d f}=0$. Nevertheless, the equation (3.76) shows that when $\omega_{d f} \neq 0, \Omega_{d f}$


Figure 5 The regions I, II and III are the saddle regions of the fixed point for the class $\mathrm{II}^{+}$. The fixed point is stable out side these regions.
exists two possible values for a given value of $\lambda_{4}$. One of the possible value of $\Omega_{d f}$ is positive whilst another one is negative. We noticed that, $\lambda_{4}$ is a real value when $-1<\omega_{d f}<0$. In addition, if $0<\omega_{d f}<1$ and the values of $\lambda_{4}$ and $\omega_{d f}$ are chosen as same as the first value of $\Omega_{d f}$, the value of $\Omega_{d f}$ will be larger than one. Thus, for a given value of $\lambda_{1}, \lambda_{2}, \lambda_{4}$ and $r_{0}$ the only one fixed point lies inside the physical phase space when $\lambda_{3} \neq 0$. Using similar analysis for the case where $\lambda_{3}=0$ and $-1<\omega_{d f}<1$, the fixed points in the class I can takes a single physically relevant value for a given $\lambda_{1}, \lambda_{2}, \lambda_{4}$ and $r_{0}$.

For the fixed points class II, the equation which expresses the relation between $\omega_{d f}$ and the parameters of the model $\lambda_{1}, \lambda_{3}, \lambda_{4}$ and $r_{0}$, can be computed by writing $\Omega_{d f}$ in the equation (3.74) in terms of $\omega_{d f}$ using the equations (3.41).


Figure 6 The regions I, II and III are the saddle regions of the fixed points for the class $\mathrm{II}^{-}$. The fixed point is stable out side these regions.

The result is

$$
\begin{align*}
E_{w_{d f}}= & \sqrt{3}\left[\left(1-\omega_{d f}\right)^{2\left(1+\lambda_{3}\right)}\left(12 \omega_{d f}+\lambda_{1}^{2}\left(1+\omega_{d f}\right)-2 \lambda_{1} \lambda_{4}\left(1+\omega_{d f}\right)\right)\right. \\
& +36 r_{0}^{2}\left(1+\omega_{d f}\right)^{2\left(1+\lambda_{3}\right)}\left(12\left(1+2 \lambda_{3}\right)^{2} \omega_{d f}+\lambda_{1}^{2}\left(1+\omega_{d f}\right)\right. \\
& \left.-2 \lambda_{1} \lambda_{4}\left(1+2 \lambda_{3}\right)\left(1+\omega_{d f}\right)\right)-12 r_{0}\left(1-\omega_{d f}^{2}\right)^{1+\lambda_{3}}\left(\lambda_{1}^{2}\left(1+\omega_{d f}\right)\right. \\
& \left.\left.-2 \lambda_{1} \lambda_{4}\left(1+\lambda_{3}\right)\left(1+\omega_{d f}\right)+12 \omega_{d f}\left(1+2 \lambda_{3}\right)\right)\right]=0 . \tag{3.77}
\end{align*}
$$

The values of $\omega_{d f}$ which correspond to $E_{w_{d f}}=0$ are the value of the $\omega_{d}$ at the fixed point for a given value of $\lambda_{1}, \lambda_{3}, \lambda_{4}$ and $r_{0}$. We first choose the value of $\omega_{d f}$ and $\Omega_{d f}$ according to the observational bound, and select values of $\lambda_{1}$ and $\lambda_{3}$ to compute $\lambda_{4}$ and $r_{0}$ from the equations (3.41) and (3.74). Substituting the selected value of $\lambda_{1}$ and $\lambda_{3}$ and the computed value of $\lambda_{4}$ and $r_{0}$ into the equation (3.77), we see that $E_{w_{d f}}=0$ can be satisfied by the value $\omega_{d f}$ other than the value of $\Omega_{d f}$ that is chosen at first time from the observational bound. This suggests that for the fixed points class II, the same value of the parameters of the model can yield two stable physically relevant fixed points.

In the Figures (7) and (8), we plot the equation (3.77) where $r_{0}$ and $\lambda_{4}$


Figure 7 The plot show $E_{w_{d f}}$ from the equation (3.77) be a function of $w_{d f}$ for the fixed points class $\mathbf{I I}^{+}$. For lines 1-7, we set $\left(\lambda_{1}, \lambda_{3}\right)=$ $(1,1),(1,1),(5,1),(10,1),(5,5),(1,5)$ and $(1,20)$ respectively.
are calculated from the equation of state of dark energy $\omega_{d f}=\omega_{d f}^{*}=-0.99,-0.98$ and $\Omega_{d f}=\Omega_{d f}^{*}=0.9$. The plots show that the values of $\omega_{d f}$ are in a range $\omega_{d f}=\omega_{d f}^{s} \in(-0.98,0.15)$. In the cases of $\lambda_{1} \sim \mathcal{O}(1)$ and $\lambda_{3} \sim \mathcal{O}(1), \omega_{d f}^{s} \in(0,0.15)$ for the fixed points in the class $\mathrm{II}^{+}$and $\omega_{d f}^{s} \in(-0.98,0)$ for the fixed points in the class $\mathrm{II}^{-}$. Inserting $\omega_{d f}^{s}$ into the equation (3.41), we obtain the values of $\Omega_{d f}$ associated with $\omega_{d f}^{s}$. The values of $\Omega_{d f}$ lies within the range between 0 to 1 . Using the stability analysis mentioned above, we have found that both of the fixed points are stable fixed points. This suggests that in the case of $\lambda_{3}>0$, the fixed points class $\mathrm{II}^{+}$and $\mathrm{II}^{-}$can take two different physically relevant values and both fixed points are stable for same values of the parameters of the model.

We now consider Figures 7 and 8 which refer to the fixed points class $\mathrm{II}^{+}$and $\mathrm{II}^{-}$. For $E_{\omega_{d f}}=0$, the solutions of $\omega_{d f}^{s}$ shifts to the lower value when $\lambda_{1}$ increases. In contrast, the solution of $\omega_{d f}^{s}$ shifts to the larger value when $\lambda_{3}$ increases. We have found that the equation of state $\omega_{d f}^{s}$ converges to 0 when $\lambda_{3}$ increases. However, $\omega_{d f}^{s}$ does not exist when $\lambda_{1} \gtrsim 30$. This suggests that when $\lambda_{1} \gtrsim 30$ the fixed points in the class $\mathrm{II}^{+}$take only one physically relevant value. From Figure 8, one can see that when $\lambda_{3}$ increases the equation of state $\omega_{d f}^{s}$ shifts toward 0 . From our numerical analysis for the fixed point class $\mathrm{II}^{-}$, we have found that when $\lambda_{1} \gtrsim 1$ the value of $\Omega_{d f}$ which is associated with $\omega_{d f}^{s}$ becomes larger than 1 . However, we can reduce the value of $\Omega_{d f}$ by increasing the value of $\lambda_{3}$,


Figure 8 The plot show $E_{w_{d f}}$ from the equation (3.77) be a function of $w_{d f}$ for the fixed points class $\mathrm{II}^{-}$. For lines 1-3, we have setting $\left(\lambda_{1}, \lambda_{3}\right)=(1,1),(5,1)$, and $(5,5)$ respectively.
for instance, $\Omega_{d f}<1$ when $\lambda_{1}=\lambda_{3}=5$. Moreover, the fixed points in both class $\mathrm{II}^{+}$and $\mathrm{II}^{-}$, if $\Omega_{d f}^{*} \gtrsim 0.9$, the solution $\omega_{d f}^{s}$ cannot exist. From the above analysis, we can summarize that, if the value of $r_{0}$ and $\lambda_{4}$ correspond to $\Omega_{d f}^{*} \gtrsim 0.9$ or $\lambda_{1}$ is sufficiently larger than one, the fixed points correspond to $\omega_{d f}^{s}$ cannot occur. Now we consider the situation that the same value of the parameters of the model gives rise to the different fixed points. We start by solving numerically the equations (3.18) - (3.20) and setting the density parameter of each species by $\Omega_{c}, \Omega_{b}, \Omega_{r}, \Omega_{d}$ and $\omega_{d}$ to be $0.27,0.03,10^{-4}, 0.7-10^{-4}$ and -0.99 respectively. Then we plot the evolution of $\Omega_{d}$ and $\omega_{d}$ shown in Figure 9 for the case $\lambda_{1}=\lambda_{3}=1$ where $r_{0}$ and $\lambda_{4}$ are computed from $\left(\Omega_{d f}, \omega_{d f}\right)=\left(\Omega_{d f}^{*}, \omega_{d f}^{*}\right)=(0.9,-0.99)$.

One can see that, if we chose the initial conditions such that the initial value of $\omega_{d}$ larger than $\omega_{d f}^{*}$, the Universe can evolve toward the fixed points corresponding to the solution $\omega_{d f}$ as displayed in Figures 7 and 8. Nevertheless, if the Universe evolves toward this fixed point, the present value of $\omega_{d}$ lies outside the observational bound. Thus, the existence of this solution seems to encounter with the problem. However, this problem can be avoided by setting the values of $r_{0}$ and $\lambda_{4}$ to match up with $\Omega_{d f}^{*} \gtrsim 0.9$ or setting $\lambda_{1}$ to be sufficiently larger than 1 .


Figure 9 This plot show the evolution of $\Omega_{c}$ and $\omega_{d}$. For the line 12 , represent the evolution of $\Omega_{c}$ and set the initial condition for $\omega_{d}$ same as the line 3 and 4 . For the line $3-6$, we set the value of initial condition as $\omega_{d}=\omega_{d f}^{*}=-0.89,-0.79$ and -0369 respectively.

## CHAPTER IV

## NON-LINEAR PERTURBATION AND SPHERICAL COLLAPSE MODEL

The evidences from the observational data indicate that currently our Universe is in the accelerating expansion phase. In principle we can suppose that the accelerating expansion of the Universe is driven by dark energy. One of the most important observation in order to encourage the existence and influence of dark energy on the structure formation is the growth of linear perturbations, for example the ISW effect [102], the Dark Energy Survey 103], the galaxy redshift survey [104]. The simple and useful tool for study influence of dark energy on structure formations is the spherical collapse model. This model describes the evolution of radius of the overdense regions using non-linear growth of matter perturbations inside the regions. In this chapter, we study effect of disformal coupling between dark energy and dark matter on large scale structure using spherical collapse model. The essential process in the spherical collapse model are as follows:

In the matter dominated epoch, density contrast of matter which is the ratio of density perturbation to background energy density grows propotional to scale factor inside the Hubble radius. As a result, in some regions of the Universe energy density of matter is higher than the other regions. These regions are overdense regions During the initial phase of matter dominated epoch, the radius of regions defining from fixed total mass of matter inside the regions expands along hubble expansion. However, due to the gravitational attraction of the overdensity inside the regions, the radius of regions expand slower than the hubble expansion rate. Consequently, magnitude of the overdensity inside the regions grows nonlinearly inside the regions, and therefore the radius of region stops expanding when gravitational attraction from overdensity is sufficiently strong. At this phase, the radius of regions reaches the maximum value and start to collapse. This is the turn around phase. Nevertheless, the regions will not collapse down to an extremely small radius due to the balance of kinetic energy and the gravitational attraction
of matter inside the region which is the virialisation process.
From the virial theorem 106], we can express relation between the average over time of the total kinetic energy $\langle K\rangle$ and the average over time of potential energy $\langle W\rangle$ of the spherical collapse regions at steady state (constant moment of inertia) as

$$
\begin{equation*}
<K>=-<W>/ 2 \tag{4.1}
\end{equation*}
$$

The virial theorem was first derived in the kinetic theory of gases and using the vis-viva equation 107 in the nineteenth century by Rudolf Clausius. The virial theorem was first applied to cosmology on the study of galaxies cluster 108, 109].

In this chapter we study linear and non-linear perturbation in the dark energy model disformally couple to dark matter where the coupling term is obtained from the Chapter III. We calculate evolution equations for the perturbations in the Newtonian limit. From these evolution equations for perturbation, the evolution equations for the spherical collapse can be derived. We use spherical collapse model and cluster number counts to investigate the influence of dark energy on the growth of structure and structure formation of the overdense regions. Based on the results from the spherical collapse model, we compute cluster number counts of the virialization haloes in order to distinguish the influence of disformally, conformally coupled, non-coupled and $\Lambda$ CDM models.

### 4.1 Density and Velocity perturbation

In this section, we review the calculation of the evolution equations for the perturbations in matter. In the calculation, we use a new operator which is introduced in 50] as $\lambda^{-2} \equiv-\mathcal{H}^{-2} \nabla^{2}$. Hence in Fourier space we have $\lambda=$ $\mathcal{H} / k$. Furthermore, we also use Newtonian limit or small scales limit $\lambda \ll 1$ in this calculation. In this limit we can neglect time derivative of $\delta \phi$ and the metric potential $\Phi$ compare with their spatial derivative, because time derivative are proportional to $\lambda^{2}$.f The reason why we can neglect these terms that is the time scale of the Universe is very large compare to the spatial variation of the perturbations $\delta \phi$ and $\Phi$. We now rederive the non-linear evolution equations for matter perturbation $\delta \rho_{m}$ and velocity perturbation $v_{m}^{i}$ where the subscript $m$ refers
to matter. So let us start the calculation by using the FLRW line element equation (3.1) and the equation (2.43). We obtain

$$
\begin{equation*}
\dot{\bar{\rho}}_{m}=-3 H \bar{\rho}_{m}+\bar{Q} \dot{\bar{\phi}} \tag{4.2}
\end{equation*}
$$

where bar refers to the background quantities of the Universe. In this calculation we consider the case $C=C(\phi)$ and $D=D(\phi)$. The coupling term $Q$ from the equation (2.44) becomes

$$
\begin{equation*}
\bar{Q}=-\frac{4 C_{, \phi} D X-C\left[C_{, \phi}-2 D\left(3 \dot{\phi} H+V_{, \phi}\right)+2 D_{, \phi} X\right]}{2 C\left[C+D\left(\bar{\rho}_{m}-2 X\right)\right]} \bar{\rho}_{m} . \tag{4.3}
\end{equation*}
$$

We define density contrast as $\delta_{m}=\delta \rho_{m} / \bar{\rho}_{m}$. We compute the perturbation equations for the matter from the equation (2.43) as

$$
\begin{equation*}
\delta\left(\nabla_{\alpha} T_{\beta}^{\alpha}\right)=-\delta\left(Q \phi_{, \beta}\right) . \tag{4.4}
\end{equation*}
$$

Here we neglect subscript $m$ to avoid confuse between the subscript $m$ and the indices. In this calculation, we use line element in the Newtonian gauge also known as the longitudinal gauge. It was advocated by V. F. Mukhanov et. al. as [110]

$$
\begin{equation*}
d s^{2}=-(1+2 \Psi) d t^{2}+a^{2}(t)(1-2 \Phi) \delta_{i j} d x^{i} d x^{j} \tag{4.5}
\end{equation*}
$$

where $\Psi$ and $\Phi$ are scalar quantities. So let us begin the calculation of the equation (4.4) by setting $\beta=0$ and using

$$
\begin{equation*}
\nabla_{\gamma} T_{\beta}^{\alpha}=\partial_{\gamma} T_{\beta}^{\alpha}+\Gamma_{\gamma \rho}^{\alpha} T_{\beta}^{\rho}-\Gamma_{\gamma \beta}^{\rho} T_{\rho}^{\alpha}, \tag{4.6}
\end{equation*}
$$

where $\Gamma_{\beta \gamma}^{\alpha}$ is the Christoffel symbol. The equation (4.4) becomes

$$
\begin{equation*}
\delta\left(\nabla_{\alpha} T_{0}^{\alpha}\right)=\delta\left(\partial_{\alpha} T_{0}^{\alpha}\right)+\delta\left(\Gamma_{\alpha \lambda}^{\alpha} T_{0}^{\lambda}\right)-\delta\left(\Gamma_{\alpha 0}^{\lambda} T_{\lambda}^{\alpha}\right)=-\delta\left(Q \phi_{, 0}\right) \tag{4.7}
\end{equation*}
$$

In this analysis, we neglect the anisotropic stress contribution in the field equation, hence $\Psi=\Phi$. Using the Newtonian limit, we can neglect the terms proportional to $\dot{\Phi}$ and $\delta \dot{\phi}$. Thus, we can write the perturbation of the right hand side of equation
(4.7) as

$$
\begin{align*}
\phi_{, \gamma} Q & =\left(\bar{\phi}_{, \gamma}+\delta \phi_{, \gamma}\right)(\bar{Q}+\delta Q) \\
& =\bar{\phi}_{, \gamma} \bar{Q}+\bar{\phi}_{, \gamma} \delta Q+\bar{Q} \delta \phi_{, \gamma}+\delta \phi_{, \gamma} \delta Q,  \tag{4.8}\\
\delta\left(\phi_{, \gamma} Q\right) & =\bar{\phi}_{, \gamma} \delta Q+\bar{Q} \delta \phi_{, \gamma}+\delta \phi_{, \gamma} \delta Q,  \tag{4.9}\\
\delta\left(\phi_{, 0} Q\right) & =\bar{\phi}_{, 0} \delta Q+\bar{Q} \delta \phi_{, 0}+\delta \phi_{, 0} \delta Q=\dot{\bar{\phi}} \delta Q, \tag{4.10}
\end{align*}
$$

where we neglect the term $\delta \dot{\phi}$. The equation (4.7) becomes

$$
\begin{equation*}
\delta\left(\nabla_{\alpha} T_{0}^{\alpha}\right)=\underbrace{\delta\left(\partial_{\alpha} T_{0}^{\alpha}\right)}_{K 1}+\underbrace{\delta\left(\Gamma_{\alpha \lambda}^{\alpha} T_{0}^{\lambda}\right)}_{K 2}-\underbrace{\delta\left(\Gamma_{\alpha 0}^{\lambda} T_{\lambda}^{\alpha}\right)}_{K 3}=-\dot{\bar{\phi}} \delta Q . \tag{4.11}
\end{equation*}
$$

We calculate the term $K 1$ from the above equation using the energy-momentum tensor as follows

$$
\begin{align*}
T_{\beta}^{\alpha} & \equiv\left(\bar{\rho}_{m}+\delta \rho_{m}\right) U^{\alpha} U_{\beta}=\rho_{m} U^{\alpha} U_{\beta},  \tag{4.12}\\
\delta\left(\partial_{\alpha} T_{\beta}^{\alpha}\right) & =\partial_{\alpha} \delta T_{\beta}^{\alpha}=\partial_{\alpha} \delta\left(\rho_{m} U^{\alpha} U_{\beta}\right)=\partial_{\alpha}\left(U^{\alpha} U_{\beta} \delta \rho_{m}\right)+\partial_{\alpha}\left[\rho_{m} \delta\left(U^{\alpha} U_{\beta}\right)\right],  \tag{4.13}\\
\delta\left(\partial_{\alpha} T_{0}^{\alpha}\right) & =\partial_{\alpha} \delta T_{0}^{\alpha}=\partial_{\alpha} \delta\left(\rho_{m} U^{\alpha} U_{0}\right)=\partial_{\alpha}\left(U^{\alpha} U_{0} \delta \rho_{m}\right)+\partial_{\alpha}\left[\rho_{m} \delta\left(U^{\alpha} U_{0}\right)\right] . \tag{4.14}
\end{align*}
$$

We define the four-velocity of matter as $U^{\alpha}=\left(\bar{U}^{0}-\delta U^{0}, \delta U^{i}\right)=\left(1-\Phi, v^{i}\right)$ and $U^{i}=\delta U^{i}$, then we obtain the first and second terms of the equation (4.14) as

$$
\begin{align*}
U^{\alpha} U_{\beta} \delta \rho_{m} & =U^{\alpha} U_{0} \delta \rho_{m}=U^{\alpha}(-1) \delta \rho_{m}=-U^{\alpha} \delta \rho_{m},  \tag{4.15}\\
\partial_{\alpha}\left(U^{\alpha} U_{0} \delta \rho_{m}\right) & =-\partial_{\alpha}\left(U^{\alpha} \delta \rho_{m}\right)=-\left(\partial_{\alpha} U^{\alpha}\right) \delta \rho_{m}-U^{\alpha} \partial_{\alpha} \delta \rho_{m} \\
& =-\left(\partial_{0} U^{0}\right) \delta \rho_{m}-\left(\partial_{i} U^{i}\right) \delta \rho_{m}-U^{0} \partial_{0} \delta \rho_{m}-U^{i} \partial_{i} \delta \rho_{m} \\
& =-\left[\partial_{0}(1-\Phi)\right] \delta \rho-\partial_{i} v^{i} \delta \rho_{m}-\delta \dot{\rho}_{m}-v^{i} \partial_{i} \delta \rho_{m} \\
& =-\partial_{i} v^{i} \delta \rho_{m}-\delta \dot{\rho}_{m}-v^{i} \partial_{i} \delta \rho_{m}, \tag{4.16}
\end{align*}
$$

where $1-\Phi \sim 1$ compare to the perturbation of coupling term $\delta Q$,

$$
\begin{align*}
\partial_{\alpha}\left[\bar{\rho}_{m} \delta\left(U^{\alpha} U_{0}\right)\right] & =\left(\partial_{\alpha} \bar{\rho}_{m}\right) \delta\left(U^{\alpha} U_{0}\right)+\bar{\rho}_{m} \partial_{\alpha}\left[\delta\left(U^{\alpha} U_{0}\right)\right]=A_{3}+A_{4},  \tag{4.17}\\
A_{3} & =\left(\partial_{\alpha} \bar{\rho}_{m}\right) \delta\left(U^{\alpha} U_{0}\right)=\left(\partial_{\alpha} \bar{\rho}_{m}\right)\left[U^{\alpha} \delta U_{0}+U_{0} \delta U^{\alpha}\right] \\
& =\left(\partial_{\alpha} \bar{\rho}_{m}\right)\left[-U^{\alpha} \Phi+U_{0} \delta U^{\alpha}\right] \\
& =\left(\partial_{\alpha} \bar{\rho}_{m}\right) U_{0} \delta U^{\alpha}=\left(\partial_{\alpha} \bar{\rho}_{m}\right) U_{0} \delta U^{\alpha}=\left(\partial_{\alpha} \bar{\rho}_{m}\right)(-1-\Phi) \delta U^{\alpha} \\
& =-\left(\partial_{\alpha} \bar{\rho}_{m}\right) \delta U^{\alpha}-\left(\partial_{\alpha} \bar{\rho}_{m}\right) \Phi \delta U^{\alpha}=-\left(\partial_{0} \bar{\rho}_{m}\right) \delta U^{0}-\left(\partial_{i} \bar{\rho}_{m}\right) \delta U^{i} \\
& =-\dot{\rho} \Phi-v^{i} \partial_{i} \bar{\rho}_{m}=0, \tag{4.18}
\end{align*}
$$

where we neglect the term $\Phi$ and $\partial_{i} \bar{\rho}_{m}=0$,

$$
\begin{align*}
A_{4} & =\bar{\rho}_{m} \partial_{\alpha}\left[\delta\left(U^{\alpha} U_{0}\right)\right]=\bar{\rho}_{m} \partial_{\alpha}\left[U^{\alpha} \delta U_{0}+U_{0} \delta U^{\alpha}\right] \\
& =\bar{\rho}_{m} \partial_{\alpha}\left(U_{0} \delta U^{\alpha}\right) \\
& =\bar{\rho}_{m}\left[\left(\partial_{\alpha} U_{0}\right) \delta U^{\alpha}+U_{0} \partial_{\alpha} \delta U^{\alpha}\right] \\
& =\bar{\rho}_{m}\left[\left(\partial_{0} U_{0}\right) \delta U^{0}+\left(\partial_{i} U_{0}\right) \delta U^{i}+U_{0} \partial_{0} \delta U^{0}+U_{0} \partial_{i} \delta U^{i}\right] \\
& =\bar{\rho}_{m}\left[\Phi \partial_{0}(1+\Phi)-v^{i} \partial_{i}(1+\Phi)-(1+\Phi)\left(-\partial_{0} \Phi+\partial_{i} v^{i}\right)\right] \\
& =-\bar{\rho}_{m}(1-\Phi) \partial_{\alpha} \delta U^{\alpha}=-\bar{\rho}_{m} \partial_{\alpha} \delta U^{\alpha}=-\bar{\rho}_{m}\left[\partial_{0} \delta U^{0}+\partial_{i} \delta U^{i}\right] \\
& =-\bar{\rho}_{m}\left[\partial_{0}(-\Phi)+\partial_{i} v^{i}\right] \\
& =-\bar{\rho}_{m} \partial_{i} v^{i}, \tag{4.19}
\end{align*}
$$

where $1+\Phi \sim 1$ and $\dot{\Phi} \sim 0$ compare to the perturbation of coupling term $\delta Q$. We obtain the term $K 1$ as

$$
\begin{equation*}
\delta\left(\partial_{\alpha} T_{0}^{\alpha}\right)=-\delta \dot{\rho}_{m}-\left(\partial_{i} v^{i}\right) \delta \rho_{m}-v^{i} \partial_{i} \delta \rho_{m}-\bar{\rho}_{m} \partial_{i} v^{i} \tag{4.20}
\end{equation*}
$$

We calculate the term $K 2$ from the equation (4.11) as follows

$$
\begin{align*}
\delta\left(\Gamma_{\alpha \lambda}^{\alpha} T_{0}^{\lambda}\right) & =\bar{\Gamma}_{\alpha \rho}^{\alpha} \delta T_{0}^{\rho}+\bar{T}_{0}^{\rho} \delta \Gamma_{\rho \alpha}^{\alpha}, \\
\bar{\Gamma}_{\alpha \rho}^{\alpha} \delta T_{0}^{\rho} & =\bar{\Gamma}_{\alpha 0}^{\alpha} \delta T_{0}^{0}+\bar{\Gamma}_{\alpha i}^{\alpha} \delta \widehat{\Gamma_{0}^{i}}=-3 H \delta \rho_{m}^{\alpha},  \tag{4.21}\\
\bar{T}_{0}^{\rho} \delta \Gamma_{\rho \alpha}^{\alpha} & =\bar{T}_{0}^{0} \delta \Gamma_{0 \alpha}^{\alpha}=\bar{\rho}_{m} \delta \Gamma_{0 \alpha}^{\alpha} . \tag{4.22}
\end{align*}
$$

The non-zero components of Christoffel connection are $\bar{\Gamma}_{i j}^{0}=H \bar{g}_{i j}$ and $\bar{\Gamma}_{0 j}^{i}=H \delta_{j}^{i}$. Using the perturbation of Christofel symbol as

$$
\begin{equation*}
\delta \Gamma_{\mu \nu}^{\lambda}=-\bar{g}^{\lambda \beta} h_{\beta \gamma} \bar{\Gamma}_{\mu \nu}^{\gamma}+\frac{1}{2} \bar{g}^{\lambda \alpha}\left(\partial_{\mu} h_{\alpha \nu}+\partial_{\nu} h_{\alpha \mu}-\partial_{\alpha} h_{\mu \nu}\right), \tag{4.23}
\end{equation*}
$$

where $h_{\alpha \beta}$ is the metric perturbation. Then, the equation (4.22) becomes

$$
\begin{align*}
\bar{T}_{0}^{\rho} \delta \Gamma_{\rho \alpha}^{\alpha} & =\bar{\rho}_{m} \delta \Gamma_{0 \alpha}^{\alpha},  \tag{4.24}\\
\delta \Gamma_{0 \alpha}^{\alpha} & =\frac{1}{2} \bar{g}^{\alpha \beta}\left(\partial_{0} h_{\beta \alpha}+\partial_{\alpha} h_{0 \beta}-\partial_{\beta} h_{0 \alpha}\right)-\bar{g}^{\alpha \beta} h_{\beta \gamma} \bar{\Gamma}_{0 \alpha}^{\gamma} \\
& =S_{1}-S_{2},  \tag{4.25}\\
S_{1} & =\frac{1}{2} \bar{g}^{\alpha \beta}\left(\partial_{0} h_{\beta \alpha}+\partial_{\alpha} h_{0 \beta}-\partial_{\beta} h_{0 \alpha}\right) \\
& =\frac{1}{2}\left[\left(\bar{g}^{00} \partial_{0} h_{00}+\bar{g}^{i j} \partial_{0} h_{i j}\right)+\bar{g}^{\alpha 0} \partial_{\alpha} h_{00}-\bar{g}^{0 \beta} \partial_{\beta} h_{00}\right] \\
& =\frac{1}{2} \bar{g}^{00} \partial_{0} h_{00}+\frac{1}{2} \bar{g}^{i j} \partial_{0} h_{i j}=-\frac{1}{2} \partial_{0} \Phi+\frac{\delta^{i j}}{2 a^{2}} \partial_{0}\left(-2 a^{2} \Phi \delta_{i j}\right) \\
& =-2 H \Phi \delta_{i}^{i},  \tag{4.26}\\
S_{2} & =\bar{g}^{\alpha \beta} h_{\beta \gamma} \bar{\Gamma}_{0 \alpha}^{\gamma}=\bar{g}^{j k} h_{k i} \bar{\Gamma}_{0 j}^{i}=\frac{\delta^{j k}}{a^{2}}\left(-2 a^{2} \Phi \delta_{k i}\right) H \delta_{j}^{i} \\
& =-2 \Phi H \delta_{i}^{i},  \tag{4.27}\\
\delta \Gamma_{0 \alpha}^{\alpha} & =0, \tag{4.28}
\end{align*}
$$

where $\dot{\Phi} \sim 0$ compare to the perturbation of coupling term $\delta Q$. Thus, we obtain the term $K 2$ as

$$
\begin{equation*}
\delta\left(\Gamma_{\alpha \lambda}^{\alpha} T_{0}^{\lambda}\right)=-3 H \delta \rho_{m} \tag{4.29}
\end{equation*}
$$

We calculate the term $K 3$ from the equation (4.11) as follows

$$
\begin{align*}
\delta\left(\Gamma_{\alpha 0}^{\lambda} T_{\lambda}^{\alpha}\right) & =\bar{\Gamma}_{\alpha 0}^{\lambda} \delta T_{\lambda}^{\alpha}+\bar{T}_{\lambda}^{\alpha} \delta \Gamma_{\alpha 0}^{\lambda}  \tag{4.30}\\
\bar{\Gamma}_{\alpha 0}^{\lambda} \delta T_{\lambda}^{\alpha} & =\bar{\Gamma}_{00}^{\lambda} \delta T_{\lambda}^{0}+\bar{\Gamma}_{i 0}^{\lambda} \delta T_{\lambda}^{i}=\bar{\Gamma}_{i 0}^{\lambda} \delta T_{\lambda}^{i} \quad ; \quad \bar{\Gamma}_{00}^{\lambda}=0, \\
& =\bar{\Gamma}_{i 0}^{0} \delta T_{0}^{i}+\bar{\Gamma}_{i 0}^{j} \delta T_{j}^{i}=\bar{\Gamma}_{i 0}^{j} \delta T_{j}^{i} \quad ; \quad \bar{\Gamma}_{i 0}^{j}=0, \\
T_{j}^{i} & =\rho_{m} U^{i} U_{j}=\left(\bar{\rho}_{m}+\delta \rho_{m}\right)\left(\bar{U}^{h}+\delta U^{i}\right)\left(\bar{U}_{j}+\delta U_{j}\right) \\
& =\left(\bar{\rho}_{m}+\delta \rho_{m}\right) \delta U^{i} \delta U_{j}, \\
\delta T_{i}^{j} & =\left(\bar{\rho}_{m}+\delta \rho_{m}\right) v^{i} v_{j}=\rho_{m} v^{i} v_{j}, \tag{4.31}
\end{align*}
$$

$$
\begin{align*}
& \bar{\Gamma}_{\alpha 0}^{\lambda} \delta T_{\lambda}^{\alpha}=H \delta_{j}^{i} \rho_{m} v^{i} v_{j}=\rho_{m} H v^{i} v_{i},  \tag{4.32}\\
& \bar{T}_{\lambda}^{\alpha} \delta \Gamma_{\alpha 0}^{\lambda}=\bar{T}_{0}^{0} \delta \Gamma_{00}^{0}=\bar{\rho}_{m} \delta \Gamma_{00}^{0} \tag{4.33}
\end{align*}
$$

From the equation (4.23), we obtain

$$
\begin{align*}
\delta \Gamma_{00}^{0} & =-\bar{g}^{0 \beta} h_{\beta \gamma \bar{\Gamma}}^{\gamma} \bar{\Gamma}_{00}^{\gamma}+\frac{1}{2} \bar{g}^{0 \alpha}\left(\partial_{0} h_{\alpha 0}+\partial_{0} h_{0 \alpha}-\partial_{\alpha} h_{00}\right) \\
& =\frac{1}{2} \bar{g}^{00} \partial_{0} h_{00}=\frac{1}{2}\left(\frac{-1}{a^{2}}\right) \partial_{0}\left(-2 a^{2} \Phi\right)=\dot{\Phi}+2 H \Phi . \tag{4.34}
\end{align*}
$$

We neglect the above equation compare to the coupling term $\delta Q$. Then, we obtain the term $K 3$ as

$$
\begin{equation*}
\delta\left(\Gamma_{\alpha 0}^{\lambda} T_{\lambda}^{\alpha}\right)=\rho_{m} H v^{i} v_{i} \tag{4.35}
\end{equation*}
$$

From the equations (4.20), (4.29), (4.35), the equation (4.11) becomes

$$
\begin{align*}
\delta\left(\nabla_{\alpha} T_{0}^{\alpha}\right) & =-\delta \dot{\rho}_{m}-\left(\partial_{i} v_{m}^{i}\right) \delta \rho_{m}-v_{m}^{i} \partial_{i} \delta \rho_{m}-\bar{\rho}_{m} \partial_{i} v_{m}^{i}-3 H \delta \rho_{m}-\rho_{m} H v^{i} v_{i} \\
& =-\dot{\bar{\phi}} \delta Q  \tag{4.36}\\
\delta \dot{\rho}_{m} & =-\left(\partial_{i} v_{m}^{i}\right) \delta \rho_{m}-v_{m}^{i} \partial_{i} \delta \rho_{m}-\bar{\rho}_{m} \partial_{i} v_{m}^{i}-3 H \delta \rho_{m}-\rho_{m} H v^{i} v_{i}+\dot{\bar{\phi}} \delta Q, \tag{4.37}
\end{align*}
$$

where $\rho_{m}=\bar{\rho}_{m}+\delta \rho_{m}$. Dividing the above equation by $\bar{\rho}_{m}$ and using

$$
\begin{equation*}
\delta_{m}=\frac{\delta \rho_{m}}{\bar{\rho}_{m}} \quad \text { and } \quad \frac{\delta \dot{\rho}_{m}}{\bar{\rho}_{m}}=\dot{\delta}_{m}+\frac{\dot{\bar{\rho}}_{m} \delta \rho_{m}}{\bar{\rho}_{m}^{2}} \tag{4.38}
\end{equation*}
$$

then the equation (4.37) becomes

$$
\begin{equation*}
\dot{\delta}_{m}=-\left(1+\delta_{m}\right) \partial_{i} v_{m}^{i}-v_{m}^{i} \partial_{i} \delta_{m}-\frac{\dot{\bar{\rho}}_{m}}{\bar{\rho}_{m}} \delta_{m}-3 H \delta_{m}-\left(1+\delta_{m}\right) H v^{i} v_{i}+\frac{\dot{\bar{\phi}} \delta Q}{\bar{\rho}_{m}} . \tag{4.39}
\end{equation*}
$$

Using $\dot{\bar{\rho}}_{m}=-3 H \bar{\rho}_{m}+\bar{Q} \dot{\bar{\phi}}$, we obtain

$$
\begin{equation*}
\dot{\delta}_{m}=-\left(1+\delta_{m}\right) \partial_{i} v^{i}-v^{i} \partial_{i} \delta_{m}-\left(1+\delta_{m}\right) H v^{i} v_{i}-\frac{\bar{Q} \dot{\bar{\phi}} \delta_{m}}{\bar{\rho}_{m}}+\frac{\dot{\bar{\phi}} \delta Q}{\bar{\rho}_{m}} \tag{4.40}
\end{equation*}
$$

From the above equation, we obtained the first-order differential equation for the density perturbation. Now, we consider the equation (4.4) for $\beta=i$, we get

$$
\begin{align*}
\delta\left(\nabla_{\alpha} T_{i}^{\alpha}\right) & =\delta\left(\partial_{\alpha} T_{i}^{\alpha}\right)+\delta\left(\Gamma_{\rho \alpha}^{\alpha} T_{i}^{\rho}\right)-\delta\left(\Gamma_{i \alpha}^{\rho} T_{\rho}^{\alpha}\right)=-\delta\left(\phi_{, i} Q\right) \\
& =L_{1}+L_{2}+L_{3}=-\delta\left(\phi_{, i} Q\right) \tag{4.41}
\end{align*}
$$

We calculate the term $L_{1}$ from the above equation as follows

$$
\begin{align*}
\delta\left(\partial_{\alpha} T_{i}^{\alpha}\right) & =\partial_{0} \delta T_{i}^{0}+\partial_{j} \delta T_{i}^{j},  \tag{4.42}\\
\delta T_{i}^{0} & =\delta\left(\rho_{m} U^{0} U_{i}\right)=\delta\left(\rho_{m} U_{i}\right)=U_{i} \delta \rho_{m}+\bar{\rho}_{m} \delta U_{i}=v_{i} \delta \rho_{m}+\bar{\rho}_{m} v_{i}  \tag{4.43}\\
& =v_{i}\left(\bar{\rho}_{m}+\delta \rho_{m}\right)=v_{i} \rho_{m},  \tag{4.44}\\
\partial_{0} \delta T_{i}^{0} & =\partial_{0}\left(v_{i} \rho_{m}\right)=\dot{v}_{i} \rho_{m}+v_{i} \dot{\rho}_{m},  \tag{4.45}\\
T_{i}^{j} & =\rho_{m} U^{j} U_{i}=\left(\bar{\rho}_{m}+\delta \rho_{m}\right)\left(\overline{\not 一}^{j}+\delta U^{j}\right)\left(\bar{\phi}_{i}+\delta U_{i}\right) \\
& =\left(\bar{\rho}_{m}+\delta \rho_{m}\right) \delta U^{j} \delta U_{i},  \tag{4.46}\\
\delta T_{i}^{j} & =\left(\bar{\rho}_{m}+\delta \rho_{m}\right) v^{j} v_{i}=\rho_{m} v^{j} v_{i},  \tag{4.47}\\
\partial_{j} \delta T_{i}^{j} & =\partial_{j}\left(\rho_{m} v^{j} v_{i}\right)=v^{j} v_{i} \partial_{j} \delta \rho_{m}+\rho_{m} \partial_{j}\left(v^{j} v_{i}\right) . \tag{4.48}
\end{align*}
$$

From the equations (4.45) and (4.48), we obtain the term $L_{1}$ as

$$
\begin{equation*}
\partial_{\alpha} \delta T_{i}^{\alpha}=v_{i} \dot{\rho}_{m}+\dot{v}_{i} \rho_{m}+v_{i} v^{j} \partial_{j} \delta \rho_{m}+\rho_{m} \partial_{j}\left(v^{j} v_{i}\right) \tag{4.49}
\end{equation*}
$$

where $\rho_{m}=\bar{\rho}_{m}+\delta \rho_{m}$ and we neglect the subscript $m$ for $v_{i}$ and $v^{i}$ to avoid confusion of the subscript $m$ and $i$. Consider the term $L_{2}$ from the equation (4.41), we have

$$
\begin{align*}
\Gamma_{\rho \alpha}^{\alpha} T_{i}^{\rho} & =\left(\bar{\Gamma}_{\rho \alpha}^{\alpha}+\delta \Gamma_{\rho \alpha}^{\alpha}\right)\left(\bar{T}_{i}^{\rho}+\delta T_{i}^{\rho}\right) \\
& =\underbrace{\bar{\Gamma}_{\rho \alpha}^{\alpha} \bar{T}_{i}^{\rho}}_{\text {background }}+\bar{\Gamma}_{\rho \alpha}^{\alpha} \delta T_{i}^{\rho}+\bar{T}_{j}^{\rho} \delta T_{\alpha \rho}^{\alpha}+\delta \Gamma_{\alpha \rho}^{\alpha} \delta T_{i}^{\rho}, \\
& =\bar{\Gamma}_{\rho \alpha}^{\alpha} \delta T_{i}^{\rho}+\delta \Gamma_{\alpha \rho}^{\alpha} \delta T_{i}^{\rho}  \tag{4.50}\\
\delta\left(\Gamma_{\rho \alpha}^{\alpha} T_{i}^{\rho}\right) & =\bar{\Gamma}_{\rho \alpha}^{\alpha} \delta T_{i}^{\rho}+\delta \Gamma_{\alpha \rho}^{\alpha} \delta T_{i}^{\rho}  \tag{4.51}\\
\bar{\Gamma}_{\rho \alpha}^{\alpha} \delta T_{i}^{\rho} & =\bar{\Gamma}_{0 \alpha}^{\alpha} \delta T_{i}^{0}+\bar{\Gamma}_{j \alpha}^{\alpha} \delta T_{i}^{j} \\
& =\bar{\Gamma}_{000}^{0} \delta T_{i}^{\theta}+\bar{\Gamma}_{0 j}^{j} \delta T_{i}^{0}+\bar{\Gamma}_{j 0 \delta 0}^{0} \delta T_{i}^{j}+\bar{\Gamma}_{j \hbar}^{k} \delta T_{i}^{\bar{j}} \\
& =\bar{\Gamma}_{0 j}^{j} \delta T_{i}^{0}=3 H \rho_{m} v_{i} . \tag{4.52}
\end{align*}
$$

$$
\begin{align*}
\delta \Gamma_{\alpha \rho}^{\alpha} \delta T_{i}^{\rho} & =\delta \Gamma_{\alpha 0}^{\alpha} \delta T_{i}^{\theta}+\delta \Gamma_{\alpha j}^{\alpha} \delta T_{i}^{j}  \tag{4.53}\\
& =\delta \Gamma_{0 j}^{0} \delta T_{i}^{j}+\delta \Gamma_{k j}^{k} \delta T_{i}^{j} \\
& \sim 0, \tag{4.54}
\end{align*}
$$

where we neglect the terms $\delta \Gamma_{0 j}^{0}$ and $\delta \Gamma_{k j}^{k}$ compare to the coupling term $\delta Q$. We compute the term $L_{3}$ from the equation (4.41) as follows

$$
\begin{align*}
& \Gamma_{i \alpha}^{\rho} T_{\rho}^{\alpha}=\underbrace{\bar{\Gamma}_{i \alpha}^{\rho} \bar{T}_{\rho}^{\alpha}}_{\text {background }}+\bar{\Gamma}_{i \alpha}^{\rho} \delta T_{\rho}^{\alpha}+\bar{T}_{\rho}^{\alpha} \delta \Gamma_{i \alpha}^{\rho}+\delta \Gamma_{i \alpha}^{\rho} \delta T_{\rho}^{\alpha}, \\
& \delta\left(\Gamma_{i \alpha}^{\rho} T_{\rho}^{\alpha}\right)=\bar{\Gamma}_{i \alpha}^{\rho} \delta T_{\rho}^{\alpha}+\bar{T}_{\rho}^{\alpha} \delta \Gamma_{i \alpha}^{\rho}+\delta \Gamma_{i \alpha}^{\rho} \delta T_{\rho}^{\alpha},  \tag{4.55}\\
& \bar{\Gamma}_{i \alpha}^{\rho} \delta T_{\rho}^{\alpha}=\bar{\Gamma}_{i 0}^{\rho} \delta T_{\rho}^{0}+\bar{\Gamma}_{i j}^{\rho} \delta T_{\rho}^{j} \\
&=\bar{\Gamma}_{i 0}^{0} \delta T_{0}^{0}+\bar{\Gamma}_{i 0}^{0}=0 \\
&=\bar{\Gamma}_{i 0}^{j} \delta T_{j}^{0} \delta T_{j}^{0}+\bar{\Gamma}_{i j}^{0} \delta T_{0}^{j} \delta T_{0}^{j}+\bar{\Gamma}_{i j}^{k} \delta T_{k}^{0_{k}^{*}} \\
& i j  \tag{4.56}\\
&=\rho_{m} H v_{i}-\rho_{m} H v_{i}=0,  \tag{4.57}\\
&\left.v_{j} \rho_{m}\right)+\left(\frac{a}{a} \bar{g}_{i j}\right)\left(-\rho_{m} v^{j}\right)  \tag{4.58}\\
& \bar{T}_{\rho}^{\alpha} \delta \Gamma_{i \alpha}^{\rho}=\bar{T}_{0}^{0} \delta \Gamma_{i 0}^{0}=-\rho_{m} \delta \Gamma_{i 0}^{0}=-\rho_{m}\left(\frac{1}{2} \bar{g}^{00} \partial_{i} h_{00}\right)=-\rho_{m} \partial_{i} \Phi, \\
& \delta\left(\Gamma_{i \alpha}^{\rho} T_{\rho}^{\alpha}\right)=-\rho_{m} \partial_{i} \Phi .
\end{align*}
$$

Consider right hand side of the equation (4.41) and using the equation (4.9), we have

$$
\begin{align*}
Q \phi_{i} & =(\bar{Q}+\delta Q) \delta \phi_{, i}, \\
\delta\left(\phi_{, i} Q\right) & =Q \partial_{i} \delta \phi . \tag{4.59}
\end{align*}
$$

From the equations $(4.49),(4.52),(4.58)$ and $(4.59)$, the equation $(4.41)$ becomes

$$
\begin{align*}
\delta\left(\nabla_{\alpha} T_{i}^{\alpha}\right) & =\rho_{m} \dot{v}_{i}+v_{i} \dot{\rho}_{m}+v^{i} v_{j} \partial_{j} \delta \rho_{m}+\rho_{m} \partial_{j}\left(v^{i} v_{j}\right)+3 H \rho_{m} v_{i}+\rho_{m} \partial_{i} \Phi  \tag{4.60}\\
& =-Q \partial_{i} \delta \phi  \tag{4.61}\\
\rho_{m} \dot{v}_{i} & =-v_{i} \dot{\rho}_{m}-v^{i} v_{j} \partial_{j} \delta \rho_{m}-\rho_{m} \partial_{j}\left(v^{i} v_{j}\right)-3 H \bar{\rho}_{m} v_{i}-\rho_{m} \partial_{i} \Phi-Q \partial_{i} \delta \phi . \tag{4.62}
\end{align*}
$$

Using the equation (4.2) and (4.36), we obtain

$$
\begin{align*}
\dot{\rho}_{m} & =\dot{\bar{\rho}}_{m}+\delta \dot{\rho}_{m}=-3 H \bar{\rho}_{m}+\bar{Q} \dot{\bar{\phi}}-\left(\bar{\rho}_{m}+\delta \rho_{m}\right) \partial_{j} v^{j}-v^{j} \partial_{j} \delta \rho_{m}-3 H \delta \rho_{m}+\dot{\bar{\phi}} \delta Q \\
& =-3 H \rho_{m}-\rho_{m} \partial_{j} v^{j}-v^{j} \partial_{j} \delta \rho_{m}+\dot{\bar{\phi}} Q \tag{4.63}
\end{align*}
$$

Inserting the equation (4.63) into the equation (4.62), we get

$$
\begin{align*}
\rho_{m} \dot{v}_{i} & =-v_{i}\left[-3 H \rho_{m}-\rho_{m} \partial_{j} v^{j}-v^{j} \partial_{j} \delta \rho_{m}+\dot{\bar{\phi}} Q\right] \\
& -\rho_{m} \partial_{j}\left(v^{j} v_{i}\right)-v_{i} v^{j} \partial_{j} \delta \rho_{m}-3 H \rho_{m} v_{i}+\rho_{m} \partial_{i} \Phi-Q \partial_{i} \delta \phi \\
& =-\rho_{m} v^{j} \partial_{j} v_{i}-\rho_{m} \partial_{i} \Phi-v_{i} Q \dot{\bar{\phi}}-Q \partial_{i} \delta \phi . \tag{4.64}
\end{align*}
$$

Substituting $v_{i}=a^{2} v^{i}$ and

$$
\begin{align*}
\dot{v}_{i} & =a^{2} \dot{v}_{i}+2 a \dot{a} v^{i}=a^{2} \dot{v}^{i}+2 a^{2} \frac{\dot{a}}{a} v^{i} \\
& =a^{2}\left(\dot{v}^{i}+2 H v^{i}\right) \tag{4.65}
\end{align*}
$$

into the equation (4.64) and divided by $\bar{\rho}_{m}$, we get

$$
\begin{align*}
\dot{v}^{i} & =-\left(2 H+\frac{Q \dot{\bar{\phi}}}{\bar{\rho}_{m}}\right) v^{i}-v^{j} \partial_{j} v^{i}-\frac{1}{a^{2}}\left(\partial_{i} \Phi+\frac{Q}{\bar{\rho}_{m}} \partial_{i} \delta \phi\right) \\
& =-\left(2 H+\widetilde{Q_{0}} \dot{\bar{\phi}}\right) v^{i}-v^{j} \partial_{j} v^{i}-\frac{1}{a^{2}}\left(\partial_{i} \Phi+\widetilde{Q_{0}} \partial_{i} \delta \phi\right), \tag{4.66}
\end{align*}
$$

where $\widetilde{Q_{0}}=Q / \bar{\rho}_{m}$. From the equations (4.40) and (4.66), we then have the first order differential equations for non-linear density and velocity perturbations. We show results of the calculation for perturbation of the coupling term $Q$ from the equations (2.44) - (2.46) as follows

$$
\begin{align*}
\delta T_{m} & =-\delta \rho_{m}, \quad \delta T_{m p}=2 \bar{X} \delta \rho_{m},  \tag{4.67}\\
\delta\left(T_{m p} \square \phi\right) & =-2 \bar{X} \delta \rho_{m}(\ddot{\bar{\phi}}+3 H \dot{\bar{\phi}})+2 \bar{X} \bar{\rho}_{m} \nabla^{2} \delta \phi,  \tag{4.68}\\
\delta \theta_{1} & =\ddot{\bar{\phi}} \delta \rho_{m}-\dot{\bar{\phi}} H \rho v^{i} v_{k}, \quad \delta \theta_{2}=-8 \bar{\rho}_{m} \bar{X} \ddot{\bar{\phi}} \Phi+2 \bar{X} \ddot{\bar{\phi}} \delta \rho_{m},  \tag{4.69}\\
\delta \theta_{3} & =\dot{\bar{\phi}}\left[\delta \dot{\rho}_{m}+\partial_{i}\left(v^{i} \delta \rho_{m}\right)+\bar{\rho}_{m} \partial_{i} v^{i}+3 H \delta \rho_{m}\right],  \tag{4.70}\\
\delta \theta_{4} & =8 \Phi \bar{X}\left(2 \ddot{\bar{\phi}} \dot{\bar{\rho}}_{m}\right)-\dot{\bar{\phi}}\left(\dot{\bar{\phi}} \ddot{\bar{\phi}} \delta \rho_{m}+\bar{X} \delta \dot{\rho}_{m}\right),  \tag{4.71}\\
\delta\left(T_{m p} \theta_{5}\right) & =4 \bar{X}^{2} \ddot{\bar{\phi}}\left(6 \bar{\rho}_{m} \Phi-\delta \rho_{m}\right) . \tag{4.72}
\end{align*}
$$

However, we express the explicit calculation for the perturbations of $T_{m}, T_{m p}$, $T_{m p} \square \phi$ and $\theta_{1}-\theta_{5}$ in appendix A .

Next section, we use Newtonian limit and the assumption of top hat model to derived the second order differential equation of the non-linear density perturbation and the relation between matter density contrast and its radius.

### 4.2 Evolution equations for the perturbation on small scales

In order to calculate the perturbations of the coupling term $Q$ from the equation (3.7), we consider the case where $C=C(\phi)$ and $D=D(\phi)$. From the metric perturbation in Newtonian gauge given in the equation (4.5) the Einstein theory converges to Newtonian limit on small scales, such that component $\mu \nu=00$ of the perturbed Einstein equation becomes

$$
\begin{equation*}
\partial_{i} \partial^{i} \Phi \equiv \nabla^{2} \Phi \simeq \frac{1}{2} \delta \rho_{m} . \tag{4.73}
\end{equation*}
$$

On sufficiently small scales we have $\nabla^{2} \delta \phi \gg \delta \ddot{\phi}, H \delta \dot{\phi}$, where $\delta \phi$ is the perturbation of $\phi$. Then, the equation (2.37) becomes

$$
\begin{equation*}
\nabla^{2} \delta \phi=\delta Q \tag{4.74}
\end{equation*}
$$

The perturbation of coupling term $\delta Q$ appears in the equations (4.74) and (4.40) can be computed by applying the small scales limit to the equation (2.44). Then we obtain

$$
\begin{equation*}
\frac{\delta Q}{\bar{\rho}_{m}}=\frac{D \dot{\bar{\phi}}}{C}\left[\dot{\delta}_{m}+\left(1+\delta_{m}\right) \partial_{i} v_{m}^{i}+v_{m}^{i} \partial_{i} \delta_{m}\right]+\widetilde{Q}_{0} \delta_{m} \tag{4.75}
\end{equation*}
$$

Substituting the equation (4.75) into the equation (4.40), we then have

$$
\begin{equation*}
\dot{\delta}_{m}=-\left(1+\delta_{m}\right) \partial_{i} v_{m}^{i}-v_{m}^{i} \partial_{i} \delta_{m} \tag{4.76}
\end{equation*}
$$

Inserting the equation (4.76) into the equation (4.40), we get

$$
\begin{equation*}
\frac{\delta Q}{\bar{\rho}_{m}}=\widetilde{Q_{0}} \delta_{m} . \tag{4.77}
\end{equation*}
$$

One can see from the above equation that, the $\dot{\delta}_{m}$ can be eliminated and therefore the equation (4.74) becomes

$$
\begin{equation*}
\nabla^{2} \delta \phi=\widetilde{Q_{0}} \delta \rho_{m} \tag{4.78}
\end{equation*}
$$

We use the evolution of top hat model in order to obtain a correct explanation of the spherical collapse model (see the detail in appendix B and 105]). Applying the assumption of top hat model to the equations (4.66) and (4.76), then differentiating both equations with respect to time $t$, the term $\partial_{i} v_{m}^{i}$ can be eliminated. We obtain

$$
\begin{equation*}
\ddot{\delta}_{m}=-\left(2 H+\widetilde{Q_{0}} \dot{\bar{\phi}}\right) \dot{\delta}_{m}+\frac{4}{3} \frac{\dot{\delta}_{m}^{2}}{1+\delta_{m}}+\left(1+\delta_{m}\right)\left(\nabla^{2} \Phi+\widetilde{Q_{0}} \nabla^{2} \delta \phi\right) . \tag{4.79}
\end{equation*}
$$

Here we use the assumptions that mass of dark matter particles in the collapsing regions and the conservation of the number of dark matter particles in the overdense regions do not differ from the background. In order to connect the equation 4.79) to the evolution of the radius $r$ of the region which contains dark matter overdensity $\delta_{m}$, these assumptions are applied. Hence, we get 105

$$
\begin{equation*}
1+\delta_{m}=\left(1+\delta_{m, i n}\right)\left(\frac{a}{r}\right)^{3} \tag{4.80}
\end{equation*}
$$

where $\delta_{m, i n}$ is the density contrast of matter in the collpase regions and we set the initial conditions as $r=a$ and $\delta_{m}=\delta_{m, i n} \ll 1$. The above relation implies that the overdense regions of radius $r$ will collapse when $\delta_{m} \rightarrow \infty$.

### 4.2.1 Spherical collapse

In order to study evolution of spherical collapse regions, we use

$$
\begin{equation*}
C=\mathrm{e}^{\lambda_{1} \phi}, \quad D=M_{d}^{-4} \mathrm{e}^{\lambda_{2} \phi}, \quad V=M_{v}^{4} \mathrm{e}^{\lambda_{3} \phi}, \tag{4.81}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ are the dimensionless constant parameters, while $M_{d}$ and $M_{v}$ are the constant parameters with dimension of mass. In this computation, we define the dimensionless variables as

$$
\begin{equation*}
x_{1}^{2} \equiv \frac{\dot{\phi}^{2}}{6 H^{2}}, \quad x_{2} \equiv \frac{V}{3 H^{2}}, \quad x_{3} \equiv \frac{D H^{2}}{C} . \tag{4.82}
\end{equation*}
$$

From [96, 111], we can write the evolution equations for the background Universe in the form of autonomous equations show below

$$
\begin{align*}
x_{1}^{\prime}= & \frac{1}{2}\left[x_{1}\left(3 x_{1}^{2}-3 x_{2}+1\right)-2\left(\sqrt{3 / 2} \lambda_{3} x_{2}+2 x_{1}\right)\right] \\
& -\frac{\sqrt{3}}{2 \sqrt{2}}\left(x_{1}^{2}+x_{2}-1\right) \frac{\lambda_{1}\left(12 x_{1}^{2} x_{3}-1\right)-6 x_{3}\left(\lambda_{2} x_{1}^{2}-\sqrt{6} x_{1}-\lambda_{3} x_{2}\right)}{1-3 x_{3}\left(3 x_{1}^{2}+x_{2}-1\right)}  \tag{4.83}\\
x_{2}^{\prime}= & x_{2}\left(\sqrt{6} \lambda_{3} x_{1}+3 x_{1}^{2}-3 x_{2}+3\right)  \tag{4.84}\\
x_{3}^{\prime}= & -x_{3}\left[3 x_{1}^{2}+\sqrt{6}\left(\lambda_{1}-\lambda_{2}\right) x_{1}-3 x_{2}+3\right] \tag{4.85}
\end{align*}
$$

where a prime denotes derivative with respect to number of e-folding $N=\ln a$. The equations (4.83) - (4.85) can completely describe the evolution of the background Universe in principle. We have used the relation between density parameter of dark matter $\Omega_{m}$ and dimensionless parameters $x_{1}$ and $x_{2}$ in the derivation of the equations (4.83) - (4.85) as

$$
\begin{equation*}
1=x_{1}^{2}+x_{2}+\Omega_{m} \tag{4.86}
\end{equation*}
$$

From the equation (4.82), we can write $x_{3}$ in terms of $x_{2}$ as

$$
\begin{align*}
x_{3} & =\frac{D M_{p}^{2} H^{2}}{C}=\frac{M_{p}^{2} H^{2}}{M_{d}^{4}} \mathrm{e}^{\left(\lambda_{2}-\lambda_{1}\right) \phi / M_{p}} \\
& =\frac{M_{p}^{2} H_{0}^{2} E^{2}}{M_{d}^{4}} \mathrm{e}^{\left(\lambda_{2}-\lambda_{1}\right) \phi / M_{p}}=\frac{M_{p}^{2} H_{0}^{2} E^{2}}{M_{d}^{4}} \exp \left[\frac{\left(\lambda_{2}-\lambda_{1}\right)}{\lambda_{3}} \frac{\lambda_{3} \phi}{M_{p}}\right] \\
& =\frac{M_{p}^{2} H_{0}^{2} E^{2}}{M_{d}^{4}}\left(e^{\lambda_{3} \phi / M_{p}}\right)^{\left(\lambda_{2}-\lambda_{1}\right) / \lambda_{3}} \\
& =\frac{M_{p}^{2} H_{0}^{2} E^{2}}{M_{d}^{4}}\left(\frac{3 M_{p}^{2} H_{0}^{2}}{M_{v}^{4}} E^{2} x_{2}\right)^{\left(\lambda_{2}-\lambda_{1}\right) / \lambda_{3}}, \tag{4.87}
\end{align*}
$$

where $E \equiv H / H_{0}$ and $H_{0}$ is the current value of the Hubble parameter. In order to avoid confusion, reduced planck mass is restored into the equation (4.87). We have chosen $M_{d}=M_{v} \simeq 1 / 0.55 \mathrm{meV}$ [27]. From the observations, we have $M_{p}^{2} H_{0}^{2} \simeq 2.7 \times 10^{-47} \mathrm{GeV}^{4} \simeq 27 \mathrm{meV}^{4}$. The equations (4.83) - (4.85), (4.87) and evolution equation for $E$ form complete set of evolution equations for the background Universe, so that the evolution of the background Universe is described by $x_{1}, x_{2}$ and $E$. Since the evolution of $E$ is required to calculate cluster number
counts in the next section, we solve the evolution equations for $x_{1}, x_{2}$ and $E$ instead of $x_{1}, x_{2}$ and $x_{3}$. In this calculation, we use cosmic time $t$ instead of conformal times $\tau$. Then, we have

$$
\begin{equation*}
H^{2} \equiv\left(\frac{\dot{a}}{a}\right)^{2}=\frac{1}{3}\left[\rho_{m}+\frac{1}{2} \dot{\phi}^{2}+V(\phi)\right] . \tag{4.88}
\end{equation*}
$$

In order to compute the evolution equation for $E$, we differentiate the equation (4.88) with respect to $N$ to yield

$$
\begin{equation*}
\frac{E^{\prime}}{E}=\frac{\dot{H}}{H^{2}}=\frac{3}{2}\left(x_{2}-1-x_{1}^{2}\right) . \tag{4.89}
\end{equation*}
$$

To numerically solve evolution equations for the background Universe, we set initial conditions for dark energy $\omega_{d}$ by requiring that the equation of state parameter of dark energy to lies within the range $-1<\omega_{d}<-0.9$ and $\Omega_{d}=x_{1}^{2}+x_{2}$ takes value 0.7. The initial values for $E$ is set such that $E=1$ at present. We now turn to discuss the evolution of the background Universe. From the equation (4.82), we can write the coupling term $\widetilde{Q_{0}}$ in terms of dimensionless variables as

$$
\begin{equation*}
\widetilde{Q_{0}}=\frac{\lambda_{1}-6\left(2 \lambda_{1}-\lambda_{2}\right) x_{3} x_{1}^{2}-6 \lambda_{3} x_{2} x_{3}-6 \sqrt{6} x_{3} x_{1}}{6\left(1-3 x_{1}^{2}-x_{2}\right) x_{3}+2} . \tag{4.90}
\end{equation*}
$$

Inserting the equation (4.90) into the equation (4.2), we have

$$
\begin{equation*}
\dot{\rho}_{m}+3 H\left(1-\sqrt{\frac{2}{3}} \widetilde{Q_{0}} x_{1}\right) \rho_{m}=0 \tag{4.91}
\end{equation*}
$$

It can be seen from the equation (4.86) that during the matter dominated epoch, we have $x_{1}, x_{2} \ll 1$. Hence the equation (4.90) becomes

$$
\begin{equation*}
\widetilde{Q_{0}}=\frac{\lambda_{1}}{2+6 x_{3}} . \tag{4.92}
\end{equation*}
$$

This equation suggests that during the matter dominated epoch, the influence of conformal coupling which is quantified by $\lambda_{1}$ is suppressed by the amplitude of disformal coupling which is quantified by $x_{3}$. The equation (4.87) gives $x_{3} \sim E \gg 1$ during the matter dominated epoch when $0<\lambda_{1},\left|\lambda_{2}\right|,\left|\lambda_{3}\right| \lesssim 1$ and $M_{d} \sim 1 \mathrm{meV}$. The effect of conformal coupling can be strongly suppressed by disformal coupling

Table 4 This table shows values of parameters $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ for each model.

| Model | $A$ | $B$ | $C$ | $D$ | $E$ | $F$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda_{1}$ | 0.1 | 0.1 | 0.1 | 0.1 | 0 | - |
| $\lambda_{2}$ | 0 | 0 | -2 | -1 | 0 | - |
| $\lambda_{3}$ | -1 | -1 | -1 | -0.1 | -1 | - |
|  | conformal | disformal |  | uncoupling | $\Lambda \mathrm{CDM}$ |  |

as same as the magnitude of coupling during the matter dominated epoch. In addition to the suppression due to the disformal coupling, when dark energy slowly evolves, i.e., $x_{1} \ll 1$ the effect of coupling term in the equation (4.91) can be reduced. The magnitude of $x_{1}$ depends on $\lambda_{3}$ which mainly controll potential slope of dark energy. The disformal coupling can lead to a large magnitude of the coupling compared with conformal coupling at late time while the coupling can be negligible during the matter dominated epoch. From the equation (4.90), for the case $\lambda_{3}<0$ when $x_{2} \sim 0.7$ and $x_{3} \sim 1$ the third term in the numerator can enhance the magnitude of coupling at late time. During dark energy and dark matter dominated epoch, for the pure conformally coupled model the equation (4.90) becomes $\widetilde{Q_{0}}=\lambda_{1} / 2$. Thus, if $\lambda_{1} \sim 1$, the evolution of the Universe during the matter dominated epoch may become unphysical. If $\lambda_{1} \sim 1$ and $\rho_{d} \ll \rho_{m}$ where $\rho_{d}$ is the energy density of the dark energy, the last two terms on the LHS of the equation (2.37) will be smaller than the coupling term on the RHS of this equation. Therefore, the external force $Q_{0}$ will strongly drive the dark energy field $\phi$, consequently matter dominated epoch will stop quickly and the acceleration epoch cannot start as it should be. However, even though $\lambda_{1}>1$, the universe still evolve suitably if $\rho_{d}$ is not too small compared with $\rho_{m}$ during the matter dominated epoch. This situation exists when dark energy starts scaling solution during the matter dominated epoch in the quintessence model with the exponential potential [112]. For this case, the dark energy in the matter dominated epoch can contribute to the spherical collapse and cluster number counts [113]. In this work, we assume that the dark energy slowly evolve through the whole evolution of the Universe. Hence, $\rho_{d} \ll \rho_{m}$ during the matter dominated era.


Figure 10 Plots of $\tilde{\rho}_{m} \equiv a^{3} \rho_{m} / \rho_{m 0}$ as a function of redshift z. The lines $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$, and F represent the models $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$ and F in table 4 respectively.

In order to study the influences of the coupling term $\widetilde{Q_{0}}$ on the evolution of $\rho_{m}$, we plot the evolution of $\tilde{\rho}_{m} / \rho_{m 0} \equiv a^{3} \rho_{m} / \rho_{m 0}$ in Figure 10 where $\rho_{m 0}$ is the present value of $\rho_{m}$. One can see from the plot that $\rho_{m} \propto 1 / a^{3}$ when coupling disappears. For a fixed $\rho_{m 0}, \rho_{m}$ decreases when $\lambda_{1}$ and $-\lambda_{2}$ increase for $\lambda_{3}=-1$ at a given redshift because the coupling term $\widetilde{Q_{0}}$ increases in this situation. It can be seen that the coupling term $\widetilde{Q_{0}}$ increases when $\lambda_{1}$ increases. Corresponding to the equation (4.87) that for negative $\lambda_{2}, \lambda_{3}$ can enhance $x_{3}$ because $3 M_{p}^{2} H_{0}^{2} E^{2} x_{2} / M_{v}^{4}>$ 1 at late time. It follows from the equation (4.90), for the case $\lambda_{3}=-1$ the third term in the numerator of this equation can give a dominant contribution due to an enhancement of $x_{3}$ when $-\lambda_{2}$ increases. From the equation (4.87), the coupling term $\widetilde{Q_{0}}$ can become negative because a large contribution of the fourth term in the numerator of the equation (4.90). $x_{3}$ can enhance by increasing $\lambda_{3}$ from negative value toward zero at late time. In the Figure 10, when $\widetilde{Q_{0}}$ becomes negative, $\rho_{m}$ decay faster than $a^{-3}$ as shown by line D . The values of parameters $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ for each model show in table (4).

Now we turn to study the effect of the disformally and conformally coupled models on the growth of density perturbations. Inserting the equations (4.73) and (4.78) into the equation (4.79) and using the equation (4.82), we obtain second order differential equation of the matter density contrast in terms of dimensionless


Figure 11 Plots of $\delta_{m} / a$ as a function of redshift $z$. The values of $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ for each line are similar to those of the Figure (10). We set $\delta_{m} / a=1$ initially for all cases.
variables $x_{1}, x_{2}, \delta_{m}$ and $\widetilde{Q_{0}}$ as follows

$$
\begin{align*}
\delta_{m}^{\prime \prime}= & -\left(\frac{1}{2}\left(1+3 x_{2}-3 x_{1}^{2}\right)+\sqrt{6} \widetilde{Q_{0}} x_{1}\right) \delta_{m}^{\prime}+\frac{4}{3} \frac{\left(\delta_{m}^{\prime}\right)^{2}}{1+\delta_{m}} \\
& +\frac{3}{2}\left(1-x_{1}^{2}-x_{2}\right)\left(1+\delta_{m}\right)\left(1+2 \widetilde{Q}_{0}^{2}\right) \delta_{m}, \tag{4.93}
\end{align*}
$$

and the linearized version of the above equation is

$$
\begin{align*}
\delta_{m}^{\prime \prime}= & -\left(\frac{1}{2}\left(1+3 x_{2}-3 x_{1}^{2}\right)+\sqrt{6} \widetilde{Q_{0}} x_{1}\right) \delta_{m}^{\prime} \\
& +\frac{3}{2}\left(1-x_{1}^{2}-x_{2}\right)\left(1+2{\widetilde{Q_{0}}}^{2}\right) \delta_{m} . \tag{4.94}
\end{align*}
$$

Since $\widetilde{Q_{0}}$ during the matter dominated epoch obeys the estimation given in the equation (4.92), for the case where $x_{3}=0$, i.e. the case of pure conformally coupled, we obtain the growing solution of the equation (4.94) as

$$
\begin{equation*}
\delta_{m} \propto \mathrm{e}^{p N}, \quad \text { where } \quad p=-\frac{1}{4}+\frac{1}{4} \sqrt{25+12 \lambda_{1}^{2}} . \tag{4.95}
\end{equation*}
$$

This equation shows that during the matter dominated epoch the conformally coupled model can enhance the growth of $\delta_{m}$. In contrast, for the case of disformally coupled model the enhancement disappear as shown in Figure 11. It can be seen in this plot that the ratios $\delta_{m} / a$ are not different for disformally coupled and uncoupled models during matter dominated epoch, because $\widetilde{Q}$ is suppressed by disformal


Figure 12 Plots of $\delta_{c}$ as a function of collapsing redshift $z_{c}$. The values of $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ for each line are similar to those of the Figure (10).
coupling in the disformally coupled models. However, the ratio $\delta_{m} / a$ for the conformally coupled is larger than the uncoupled model at any given redshifts during the matter dominated epoch. At late time, the ratio $\delta_{m} / a$ for the disformally coupled models can decrease slower than that of the uncoupled and pure conformally coupled models, which agrees with [27]. For the coupled models at late time, the decreasing rate of the ratio $\delta_{m} / a$ depends on the coupling term ${\widetilde{Q_{0}}}^{2}$ which controls the growing rate of $\delta_{m}$ in the equation (4.94). One can see in the Figure 11 that at late time the decreasing rate of the ratio $\delta_{m} / a$ depends on $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$.

In order to study spherical collapse in the disformally coupled models, we define $\delta_{c}$ which is extrapolated linear density contrast at collapse redshifts. We compute this quantity by numerically solving the equation (4.93), and then finding the relation between collapse redshifts (the value of redshift at $\delta_{m} \rightarrow \infty$ ) and the initial conditions for $\delta_{m}$ which lead to collapse at that redshift. For this computation, we vary the initial value of $\delta_{m}$ within the range $\delta_{m} \lesssim 10^{-3}$ and fix the initial redshift at $10^{5}$. Therefore, we can assume that $\delta_{m}$ obeys the linear evolution equation given in the equation (4.94). Hence, to calculate $\delta_{c}$, we can set $\delta_{m}^{\prime}=\delta_{m}$ at the initial time. Solving the equation (4.94) from the initial redshift to the collapsing redshift $z_{c}$ using the initial value of $\delta_{m}$ that leads to the collapse of the overdense regions at redshift $z_{c}$. We obtain the extrapolated linear density contrast at collapsing redshift $z_{c}$. We also plot $\delta_{c}$ as a function of redshift $z$ in

Figure 12. It can be seen in the plot that the enhancement of decay rate of $\delta_{c}$ at late time is a result of increasing disformal coupling term and the higher growth rate of density perturbation of dark matter for the model of disformally coupled. The less amount of density perturbation is needed for collapse when the growth rate is large. This suggests that the overdense regions are able to efficiently collapse due to the disformally coupled at late time. Using the approximation $\omega_{d}=-1$, the gravitational potential for dark energy is given by 114

$$
\begin{equation*}
U_{d}=-\frac{4 \pi G M \rho_{d}}{5} r^{2} \tag{4.96}
\end{equation*}
$$

where $M \equiv 4 \pi \rho_{m} r^{3} / 3$ is the total mass of dark matter inside spherical collapsing regions. For a system with potential of the form $U \propto r^{p}$ and the kinetic energy $K$, the virial theorem can be expressed in the general form as $K=p U / 2$ [115]. Thus, we can compute overdensity for dark matter at virialization phase $\delta_{v i r}$ using nonlinear overdensity of dark matter as a function of redshift to compute maximum radius and redshift at turn around. Then, combining the virial theorem and the conservation of energy, we obtain a relation between potential energies of the overdense regions at turn-around phase and at the time when virialization is reached as follows

$$
\begin{equation*}
U_{m, t a}+U_{d, t a}=\frac{1}{2} U_{m, v i r}+2 U_{d, v i r}, \tag{4.97}
\end{equation*}
$$

where subscript $t a$ refers to turn around, $U_{m}=-\frac{3}{5} \frac{G M^{2}}{r}$ is the gravitational potential energy of dark matter. From the equation (4.97), we have used the fact that at turn around kinetic energy of the overdense regions $K_{m, t a}$ equal to zero. We have also used $K_{m, v i r}=-U_{m, v i r} / 2$ and $K_{d, v i r}=U_{d, v i r}$ to obtain the equation (4.97). From the equation (4.97) and the gravitational potential for dark energy given in equation (4.96), we obtain

$$
\begin{equation*}
\rho_{m} r_{t a}^{2}+\rho_{d} r_{t a}^{2}=\frac{1}{2} \rho_{m} r_{v i r}^{2}+2 \rho_{d} r_{v i r}^{2} \tag{4.98}
\end{equation*}
$$

The overdensity of the forming cluster at turn around is $\zeta=\left(\frac{\rho_{m}}{\rho_{b g}}\right)_{t a}$ where $\rho_{b g}$ is the matter energy density of the background universe. To calculate the overdensity
for dark matter at virialization, we defined

$$
\begin{equation*}
\eta=\frac{r_{v i r}}{r_{t a}} \quad \text { and } \quad \theta=\left(\frac{\rho_{d}}{\rho_{m}}\right)_{t a} \tag{4.99}
\end{equation*}
$$

To obtain a relation between $\eta$ and $\theta$, we used

$$
\begin{equation*}
\left(\frac{\rho_{d}}{\rho_{m}}\right)_{v i r}=\theta \eta^{3} \tag{4.100}
\end{equation*}
$$

From the equation (4.98) and the above relation, we obtain

$$
\begin{equation*}
4 \theta \eta^{3}-2 \eta(1+\theta)+1=0 . \tag{4.101}
\end{equation*}
$$

Therefore, we obtain the overdensity for dark matter at virialization 114 as follows

$$
\begin{equation*}
\delta_{v i r}=\frac{\rho_{m, v i r}}{\rho_{b g, v i r}}=\frac{\zeta}{\eta^{3}}\left(\frac{1+z_{t a}}{1+z_{c o l l}}\right)^{3} \tag{4.102}
\end{equation*}
$$

We also plot the overdensity for dark matter at virialization in Figure 13. It can be seen in this plot that there is no significant difference between the conformally coupled and uncoupled models and the overdensity for both cases are larger than that for the disformal coupling and $\Lambda$ CDM models. The overdensity can be suppressed in the disformally coupled models compared with the conformally coupled and uncoupled models at virialization. This is a result of the low overdensity at turn around for the disformally coupled model.

### 4.2.2 Cluster number counts

As mentioned in the introduction, cluster number counts can be used to study influence of dark energy to spherical collapse of overdense regions. In this section, we use Press-Schechter/Sheth-Torman formalism to estimate cluster number counts and study influence of the disformally coupled on the collapse of overdense regions. Let us begin the calculation by using the volume fraction as [112]

$$
\begin{equation*}
f=\int_{\delta_{L}}^{\infty} P\left(\delta_{L}, R\right) d \delta_{L}=\frac{1}{2} \operatorname{erfc}\left[\frac{\delta_{c}}{\sqrt{2} \sigma}\right], \tag{4.103}
\end{equation*}
$$



Figure 13 Plots of $\delta_{v i r}$ as a function of virialized redshift $z_{v i r}$. The values of $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ for each line are similar to those of the Figure (10).
where Gaussian distribution $P\left(\delta_{L}, R\right)=e^{-\sigma_{L}^{2} / 2 \sigma^{2}} / \sqrt{2 \pi} \sigma, \delta_{L}$ is linear density contrast and both $\sigma$ and $\delta_{L}$ are redshift dependent. Differentiating the equation (4.103) with respect to the $\sigma$, we obtain

$$
\begin{align*}
\frac{d f}{d \sigma} & =\frac{1}{2} \frac{d}{d \sigma} \operatorname{erfc}\left[\frac{\delta_{c}}{\sqrt{2} \sigma}\right] \\
& =\frac{-1}{\sigma \sqrt{2 \pi}}\left(\frac{\delta_{c}}{\sigma}\right) \exp \left(\frac{\delta_{c}^{2}}{2 \sigma^{2}}\right) . \tag{4.104}
\end{align*}
$$

For the Press-Schechter formalism, the mass function describing the comoving number density of the collapse regions with range of mass between $M$ to $M+d M$ is given by

$$
\begin{align*}
n(M) d M & =2 \frac{\bar{\rho}}{M} \frac{d f}{d \sigma} \frac{d \sigma}{d M} d M \\
& =-\sqrt{\frac{2}{\pi}} \bar{\rho}_{m}\left(\frac{\delta_{c}}{\sigma}\right) \frac{d \ln \sigma}{d \ln M} \exp \left[-\frac{\delta_{c}^{2}}{2 \sigma^{2}}\right] \frac{d M}{M^{2}}, \tag{4.105}
\end{align*}
$$

where parameter $\sigma$ is the variance in spheres of radius $R$. The parameter $\sigma$ can be approximately calculated from 116

$$
\begin{equation*}
\sigma(R, z)=\sigma_{8}\left(\frac{R}{8 h^{-1} M p c}\right)^{-\gamma(R)} D(z) . \tag{4.106}
\end{equation*}
$$



Figure 14 Plots of $d V \equiv(d V / d Z) /(d V / d Z)_{E S}$ as a function of redshift $z$. The values of $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ for each line are similar to those of the Figure (10).

Here, the growth factor $D(z) \equiv \delta_{m}(z) / \delta(0)$ and $\delta(0)$ is the linear density contrast of matter perturbation at present and $\gamma$ in the above equation is

$$
\begin{equation*}
\gamma(R)=\left(0.3 \Omega_{m} h+0.2\right)\left[2.92+\log _{10}\left(\frac{R}{8 h^{-1} M p c}\right)\right] . \tag{4.107}
\end{equation*}
$$

However, using the assumption of ellipsoidal collapse of halo, the obtained mass function can fit well with N-body simulation for $\Lambda$ CDM model compared with the assumption of spherical collapse of halo in Press-Schechter formalism. From the work 117], the authors have derived the mass function called Sheth-Tormen mass function which is given by

$$
\begin{equation*}
n(M) d M=-0.2709 \sqrt{\frac{2}{\pi}} \bar{\rho}_{m} \frac{d \ln \sigma}{d \ln M}\left[1+1.1096\left(\frac{\delta_{c}}{\sigma}\right)^{0.6}\right] \exp \left[-\frac{0.707}{2}\left(\frac{\delta_{c}}{\sigma}\right)^{2}\right] \frac{d M}{M^{2}} . \tag{4.108}
\end{equation*}
$$

From the equation (4.108), we can compute cluster number counts per redshift with mass $M \geq M_{\text {min }}$ as

$$
\begin{equation*}
\frac{d N}{d z}=f_{s k y} \frac{d V_{e}}{d z} \int_{M_{m i n}}^{\infty} n(M) d M \tag{4.109}
\end{equation*}
$$

where $f_{\text {sky }}$ is the observed sky fraction, $d V_{e} / d z \equiv 4 \pi r^{2}(z) / H_{0} E(z)$ is the comoving volume element per unit redshift and $r(z)$ is the comoving distance.

To study the influence of disformal coupling term on the cluster number counts, we plot $\left(d V_{e} / d z\right) /\left(d V_{e} / d z\right)_{E d S}$ and $\delta_{c} / \sigma D(z)$ in Figures 14 and 15 respec-


Figure 15 Plots of $\delta_{c} /\left(\sigma_{8} D(z)\right)$ as a function of redshift $z$. The values of $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ for each line are similar to those of the Figure (10).
tively. Here, $\left(d V_{e} / d z\right)_{E d S}$ is the comoving volume element per unit redshift for the model of Einstein-de Sitter. It can be seen from the Figure 14 that due to large magnitude of the coupling term $\widetilde{Q_{0}}, d V_{e} / d z$ for the disformally coupled model is larger than the pure conformally coupled and uncoupled models at all redshifts. However, $d V_{e} / d z$ for the uncoupled model is lowest at all redshifts. In the Figure 15, we plot $\delta_{c} / \sigma_{8} D(z)$ in order to study the influence of disformal coupling on $\delta_{c} / \sigma D(z)$. In this plot, we set $\sigma_{8}=0.83$ 97] for $\Lambda \mathrm{CDM}$ model and for each model, $\sigma_{8}$ is set such that the ratio $\delta_{c} / \sigma_{8} D(z)$ equal to $\Lambda \mathrm{CDM}$ model at redshift $z=0$. Based on this setting, the value of $\sigma_{8}$ for all models lie within the $2-\sigma$ bound from the result of [97]. Due to high growth rate of linear density perturbation and low $\delta_{c}$ at late time for the disformally coupled model and $\delta_{c} / \sigma_{8} D(z)$ equals to that for $\Lambda \mathrm{CDM}$, the ratio $\delta_{c} / \sigma_{8} D(z)$ for the disformally coupled model is larger than the pure conformally coupled and uncoupled models. The ratio $\delta_{c} / \sigma_{8} D(z)$ for the uncoupled model is lowest compared with the disformally coupled and pure conformally coupled models. We now plot cluster number counts with mass $M \geq M_{\text {min }}$ as a function of redshifts in Figure 16, to see the effects of disformally coupling on the collapse regions. In this plot, we use Sheth-Tormen mass function to compute and plot the cluster number counts as a function of redshifts for each model. We also connect the results with the galaxy surveys by using the method as presented in [98, 99, 100] to compute $M_{\min }(z)$ from limiting flux of the surveys. We set


Figure 16 Plots of $d N / d z$ with mass $M \geq M_{\text {min }}=10^{14} M_{\odot} h^{-1}$ as a function of redshift $z$. The values of $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ for each line are similar to those of the Figure (10).
the limiting flux $F_{\text {lim }}=3.3 \times 10^{-14} \mathrm{ergs}^{-1} \mathrm{~cm}^{-2}$ and use $f_{\text {sky }} \simeq 0.485$ according to eROSITA surveys 101 to the plot of cluster number counts in Figure 16. One can see in the Figure 16 that, due to the large $\delta_{c} / \sigma_{8} D(z)$ for the disformally coupled model, this model can strongly suppress cluster number per redshift compared with the uncoupled model. There is not a significant difference between the conformally coupled and uncoupled models in this plot. The limiting mass $M_{\text {min }}(z)$ which depends on $E(z)$, luminosity distance $d_{L}$, limit flux $F_{\text {lim }}$ controls shape of the graph of cluster number counts. The graph of cluster number counts seem to deviate from the bell shape because the limiting mass increases with redshift. For more detail about the investigation of the effect of disformal coupling on cluster number counts, we plot the difference ratio $\Delta_{d N} \equiv(d N / d z) /(d N / d z)_{f}-1$ in Figure 17 for the disformally and conformally coupled models. Here, $(d N / d z)_{f}$ is $d N / d z$ for either $\Lambda \mathrm{CDM}$ or uncoupled model. In this plot, we defined the label of each line as follows.

Lines A1, A2, B1, B2 and EL are the difference ratio between conformally coupled model A and $\Lambda \mathrm{CDM}$ model, the difference ratio between conformally coupled model A and uncoupled model, the difference ratio between disformally coupled model B and $\Lambda \mathrm{CDM}$ model, the difference ratio between disformally coupled model $B$ and uncoupled model, the difference ratio between uncoupled and $\Lambda$ CDM respectively. It can be seen from the Figure 17 that at high redshifts the difference ratio
$\Delta_{d N}$ of disformally coupled model B1 and B2 are negative and become positive at late time. The difference ratio $\Delta_{d N}$ of conformally coupled model A1 is negative and A2 is positive at high redshifts. It can be seen in the plot that at late time the line A1 converges to zero and the line A2 drops down from positive to small negative values and rapidly increases to positive values again at redshifts closed to zero. Similarly as line A2, at high redshifts the value of difference ratio for line EL are positive values. As mentioned above, this suggests that the conformally and disformally coupled models can suppress the cluster number counts at high redshifts and the strongly suppression exists in disformally coupled model. For the coupled models, the enhancement of the cluster number counts at low redshift is mainly effect by a large values of $d V / d z$. In addition, at high redshifts the cluster number counts does not significantly depend on the chosen value of $\sigma_{8}$. From the Figures 16 and 17, we have found that the difference of clusters between pure conformally coupled and $\Lambda$ CDM models is $\sim 6800$ at $z \simeq 0.3$ and $\sim 160$ at $z \sim 1$. The difference number of clusters between disformally coupled and $\Lambda$ CDM models is $\sim 26000$ at $z=0.3$ and $\sim 240$ at $z=1$. These difference number of clusters yield the uncertainties which are computed from the Poisson error of the $d N / d z$ as $\Delta N \sim 470$ and $\Delta N \sim 14$ at redshifts 0.3 and 1 respectively. The difference of cluster number counts from the disformally coupled models are larger than the estimated in eROSITA uncertainty, $\Delta N \sim 500$ 101].


Figure 17 Plots of different ratio $\Delta_{d N} \equiv(d N / d z) /(d N / d z)_{f}-1$ from $d N / d z$ presented in the Figure (16). Here, lines A1 and A2 represent the different ratio of line $A$ in the Figure (16) with $\Lambda$ CDM and uncoupled models respectively. Lines B1 and B2 represent the different ratio of line $B$ in the Figure (16) with $\Lambda C D M$ and uncoupled models respectively. Line $E$ corresponds to the different ratio of uncoupled model with $\Lambda$ CDM model.

## CHAPTER V

## CONCLUSIONS

In this work, we study the influence of disformally coupled on the evolution of the Universe and cluster number counts of the overdense regions. We have found that when the disformal coefficient depends on the kinetic terms of scalar field, there exist two classes of fixed points. The fixed points in the first class are saddle points, and exist only when disformal coefficient depends on the kinetic terms. The fixed points in the second class can be stable when we set the parameters corresponding to the accelerating expansion of the Universe. The fixed points in this class can take different physically relevant values for the same value of the parameters of the model. The two difference values of the fixed point for the same value of the parameters can be avoided if $\lambda_{1}$ is larger than one or the values of $r_{0}$ and $\lambda_{4}$ are set from the fixed point $w_{d f} \sim-0.99$ and $\Omega_{d f} \gtrsim 0.9$.

In addition to the background evolution of the Universe, we also study effects of the disformal coupling between dark energy and dark matter on large scale structure using spherical collapse model and the Press-Schechter/Sheth-Torman mass function to compute cluster number counts. We have found that during matter dominated epoch, the disformally coupled models have no significant effect on the growth rate of dark matter density perturbation. Then, collapsing properties of overdense regions are not altered by disformally coupled model.

For the disformally coupled model, at late time, the growth rate of dark matter density perturbation can be enhanced due to the large coupling between dark matter and dark energy. Thus, at late time, overdense regions can collapse more efficiently indicating by low $\delta_{c}$ at low redshifts. In addition, comparing the conformally coupled and uncoupled models, the overdensity at virialization phase in the disformally coupled model can be suppressed at low redshifts.

Based on the Press-Schechter and Sheth-Torman mass functions, we have
found that the estimated cluster number counts per redshift strongly suppressed compared with uncoupled model at redshifts larger than 0.3 by the disformally coupled model because of a large $\delta_{c} / \sigma_{8} D(z)$. Furthermore, increasing the disformal coupling between dark matter and dark energy at late time, the predicted cluster number counts can be increased compared with the conformally coupled and uncoupled models at low redshifts by disformally coupled because of a large comoving volume element per redshift.
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APPENDIX

## APPENDIX A PERTURBATION OF $Q$

In this appendix we explicitly show the computation for perturbation of the coupling term $Q$ from the equations (2.45) and (2.46). We begin the calculation using the energy-momentum tensor for perfect fluid as

$$
T^{\alpha \beta}=\left[\begin{array}{cccc}
\rho_{m} & 0 & 0 & 0  \tag{A.1}\\
0 & p & 0 & 0 \\
0 & 0 & p & 0 \\
0 & 0 & 0 & p
\end{array}\right],
$$

where we set $c=1$. From the metric perturbation in Newtonian gauge given in equation (4.5), we can write components 00 and $i j$ of the metric perturbation and also the inverse metric perturbation as

$$
\begin{array}{ll}
g_{00}=\bar{g}_{00}+\delta g_{00}=-1-2 \Phi, & g_{i j}=\bar{g}_{i j}+\delta g_{i j}=a^{2}(1-2 \Phi) \delta_{i j}, \\
g^{00}=\bar{g}^{00}+\delta g^{00}=-1+2 \Phi, & g^{i j}=\bar{g}^{i j}+\delta g^{i j}=\frac{1}{a^{2}}(1+2 \Phi) \delta^{i j} \tag{A.3}
\end{array}
$$

We use the metric perturbation in Newtonian gauge, small scales limit and use the energy-momentum tensor for perfect fluid given in equation (A.1) to compute the perturbation for the coupling term $Q$. From the equation (2.39)

$$
\begin{equation*}
T_{m}=g_{\alpha \beta} T^{\alpha \beta}=g_{\alpha \beta} g^{\rho \beta} T_{\rho}^{\alpha}, \tag{A.4}
\end{equation*}
$$

the perturbation of the above equation is

$$
\begin{align*}
\delta T_{m} & =\left(\delta g_{\alpha \beta}\right) \bar{g}^{\rho \beta} \bar{T}_{\rho}^{\alpha}+\bar{g}_{\alpha \beta}\left(\delta g^{\rho \beta}\right) \bar{T}_{\rho}^{\alpha}+\bar{g}_{\alpha \beta} \bar{g}^{\rho \beta} \delta T_{\rho}^{\alpha} \\
& =\left(\delta g_{00}\right) \bar{g}^{00} \bar{T}_{0}^{0}+\bar{g}_{00}\left(\delta g^{00}\right) \bar{T}_{0}^{0}+\bar{g}_{00} \bar{g}^{00} \delta T_{0}^{0}+\bar{g}_{i j} \bar{g}^{i j} \delta T_{j}^{i} \\
& =2 \Phi \rho_{m}-2 \Phi \rho_{m}-\delta \rho_{m} \\
& =-\delta \rho_{m} . \tag{A.5}
\end{align*}
$$

From the equation (2.40)

$$
\begin{equation*}
T_{m p}=\phi_{, \alpha} \phi_{, \beta} T^{\alpha \beta}=\phi_{, \alpha} \phi_{, \beta} g^{\rho \beta} T_{\rho}^{\alpha}, \tag{A.6}
\end{equation*}
$$

the perturbation of the above equation is shown below

$$
\begin{align*}
\delta T_{m p} & =\bar{\phi}_{, \alpha} \bar{\phi}_{, \beta}\left[\delta g^{\rho \beta} \bar{T}_{\rho}^{\alpha}+\bar{g}^{\rho \beta} \delta T_{\rho}^{\alpha}\right]=\bar{\phi}_{, 0} \bar{\phi}_{, 0}\left[\delta g^{00} \bar{T}_{0}^{0}+\bar{g}^{00} \delta T_{0}^{0}\right] \\
& =\dot{\bar{\phi}}^{2}\left(2 \Phi \bar{\rho}_{m}+\delta \rho_{m}\right)=\dot{\bar{\phi}}^{2} \delta \rho_{m} \\
& =2 \bar{X} \delta \rho_{m}, \tag{A.7}
\end{align*}
$$

where we neglect the terms proportional to $\Phi$ in the small scales. From the equation (2.45), the perturbation calculation for $\theta_{1}$ is expressed below

$$
\begin{align*}
\theta_{1} & =T^{\alpha \beta} \phi_{, \alpha \beta}=T^{\alpha \beta} \nabla_{\alpha} \partial_{\beta} \phi=T^{\alpha \beta} \partial_{\alpha} \partial_{\beta} \phi-T^{\alpha \beta} \Gamma_{\alpha \beta}^{\rho} \partial_{\rho} \phi, \\
\delta \theta_{1} & =\delta\left(T^{\alpha \beta} \partial_{\alpha} \partial_{\beta} \phi\right)-\delta\left(T^{\alpha \beta} \Gamma_{\alpha \beta}^{\rho} \partial_{\rho} \phi\right)=A_{1}+A_{2},  \tag{A.8}\\
A_{1} & =\delta\left(T^{\alpha \beta} \partial_{\alpha} \partial_{\beta} \phi\right)=\partial_{\alpha} \partial_{\beta} \bar{\phi}\left(\delta T^{\alpha \beta}\right) . \tag{A.9}
\end{align*}
$$

From the energy-momentum of matter

$$
\begin{equation*}
T^{\alpha \beta}=U^{\alpha} U^{\beta} \rho_{m}, \tag{A.10}
\end{equation*}
$$

the calculation for perturbation of the above equation shown below

$$
\begin{align*}
\delta T^{\alpha \beta} & =U^{\alpha} U^{\beta} \delta \rho_{m}+2 \bar{\rho}_{m} U^{\alpha} \delta U^{\beta}, \\
\delta T^{00} & =U^{0} U^{0} \delta \rho_{m}+2 \bar{\rho}_{m} U^{0} \delta U^{0}=(1-\Phi)^{2} \delta \rho_{m}+2 \bar{\rho}_{m}(1-\Phi)(-\Phi), \\
& \approx \delta \rho_{m} \tag{A.11}
\end{align*}
$$

where $1-\Phi \approx 1$ in small scales limit. From the equation (A.9), we obtain $A_{1}$ as

$$
\begin{equation*}
A_{1}=\partial_{0} \partial_{0} \bar{\phi} \delta T^{00} \approx \ddot{\bar{\phi}} \delta \rho_{m} \tag{A.12}
\end{equation*}
$$

Consider $A_{2}$ from the equation (A.8)

$$
\begin{align*}
A_{2} & =-\delta\left(T^{\alpha \beta} \Gamma_{\alpha \beta}^{\rho} \partial_{\rho} \phi\right)=-\delta\left(\Gamma_{\alpha \beta}^{\rho} g^{\sigma \beta} T_{\sigma}^{\alpha} \partial_{\rho} \phi\right) \\
& =-\left(\delta \Gamma_{\alpha \beta}^{\rho}\right) \bar{g}^{\beta \beta} \bar{T}_{\sigma}^{\alpha} \partial_{\rho} \bar{\phi}-\bar{\Gamma}_{\alpha \beta}^{\rho}\left(\delta g^{\sigma \beta}\right) \bar{T}_{\sigma}^{\alpha} \partial_{\rho} \bar{\phi}-\bar{\Gamma}_{\alpha \beta}^{\rho} \bar{g}^{\sigma \beta}\left(\delta T_{\sigma}^{\alpha}\right) \partial_{\rho} \bar{\phi} \\
& =-\left(\delta \Gamma_{00}^{0}\right) \bar{g}^{00} \bar{T}_{0}^{0} \partial_{0} \bar{\phi}-\bar{\Gamma}_{0 \beta}^{0}\left(\delta g^{0 \beta}\right) \bar{T}_{0}^{0} \partial_{0} \bar{\phi}-\bar{\Gamma}_{\alpha \beta}^{0} \bar{g}^{\sigma \beta}\left(\delta T_{\sigma}^{\alpha}\right) \partial_{0} \bar{\phi} \\
& =-\dot{\bar{\phi}} \bar{g}^{00} \bar{T}_{0}^{0} \delta \Gamma_{00}^{0}-\dot{\bar{\phi}} \bar{g}^{\sigma \beta} \bar{\Gamma}_{\alpha \beta}^{0} \delta T_{\sigma}^{\alpha},  \tag{A.13}\\
\delta \Gamma_{\mu \nu}^{\lambda} & =-\bar{g}^{\lambda \beta} \delta g_{\beta \gamma} \bar{\Gamma}_{\mu \nu}^{\gamma}+\frac{1}{2} \bar{g}^{\lambda \alpha}\left(\partial_{\mu} \delta g_{\alpha \nu}+\partial_{\nu} \delta g_{\alpha \mu}-\partial_{\alpha} \delta g_{\mu \nu}\right), \\
\delta \Gamma_{00}^{0} & =-\bar{g}^{0 \beta} \delta y_{\beta \gamma \gamma} \bar{\Gamma}_{00}^{\gamma}+\frac{1}{2} \bar{g}^{0 \alpha}\left(\partial_{0} \delta g_{\alpha 0}+\partial_{0} \delta g_{\alpha 0}-\partial_{\alpha} \delta g_{00}\right), \\
& =\frac{1}{2} \bar{g}^{00} \partial_{0} \delta g_{00}=-\frac{1}{2} \partial_{0}(-2 \Phi)=\partial_{0} \Phi \approx 0,  \tag{A.14}\\
A_{2} & =-\dot{\bar{\phi}} \bar{g}^{\sigma \beta} \bar{\Gamma}_{\alpha \beta}^{0} \delta T_{\sigma}^{\alpha}=-\dot{\bar{\phi}} \bar{g}^{\sigma j} \bar{\Gamma}_{i j}^{0} \delta T_{\sigma}^{i}=-\dot{\bar{\phi}} \bar{g}^{k j} \bar{\Gamma}_{i j}^{0} \delta T_{k}^{i}  \tag{A.15}\\
\bar{g}^{k j} & =\frac{\delta^{k j}}{a^{2}}, \quad \bar{\Gamma}_{i j}^{0}=H a^{2} \delta_{i j}  \tag{A.16}\\
\delta T_{\beta}^{\alpha} & =\bar{\rho}_{m}\left(\bar{U}^{\alpha} \delta U_{\beta}+\bar{U}_{\beta} \delta U^{\alpha}+\delta U^{\alpha} \delta U_{\beta}\right) \\
& +\delta \rho_{m}\left(\bar{U}^{\alpha} \bar{U}_{\beta}+\bar{U}^{\alpha} \delta U_{\beta}+\bar{U}_{\beta} \delta U^{\alpha}+\delta U^{\alpha} \delta U_{\beta}\right)  \tag{A.17}\\
\delta T_{k}^{i} & =\bar{\rho}_{m}\left(\bar{U}^{i} \delta U_{k}+\bar{U}_{k} \delta U^{i}+\delta U^{i} \delta U_{k}\right) \\
& +\delta \rho_{m}\left(\bar{U}^{i} \bar{U}_{k}+\bar{U}^{i} U_{k}+\bar{U}_{k} \delta U^{i}+\delta U^{i} \delta U_{k}\right) \\
& =\bar{\rho}_{m} \delta U^{i} \delta U_{k}+\delta \rho_{m} \delta U^{i} \delta U_{k}=\left(\bar{\rho}_{m}+\delta \rho_{m}\right) \delta U^{i} \delta U_{k} \\
& =\rho_{m} v^{i} v_{k}  \tag{A.18}\\
A_{2} & =-\dot{\bar{\phi}} \delta^{k j} \frac{a}{2}^{a^{2}} a_{i j} \rho_{m} v^{i} v_{k}=-\dot{\bar{\phi}} H \rho_{m} v^{i} v_{k} \tag{A.19}
\end{align*}
$$

Then, we obtain the perturbation for $\theta_{1}$ as

$$
\begin{equation*}
\delta \theta_{1}=\ddot{\bar{\phi}} \delta \rho_{m}-\dot{\bar{\phi}} H \rho_{m} v^{i} v_{k} . \tag{A.20}
\end{equation*}
$$

The perturbation calculation for $\theta_{2}$ from the equation (2.45) shown below

$$
\begin{align*}
\theta_{2} & =\phi_{, \alpha} X_{, \beta} T^{\alpha \beta}=\phi_{, \alpha} X_{, \beta} g^{\rho \beta} T_{\rho}^{\alpha}, \\
\delta \theta_{2} & =\bar{\phi}_{, \alpha}\left(\delta X_{, \beta}\right) \bar{g}^{\rho \beta} \bar{T}_{\rho}^{\alpha}+\bar{\phi}_{\alpha} \bar{X}_{, \beta}\left(\delta g^{\rho \beta}\right) \bar{T}_{\rho}^{\alpha}+\bar{\phi}_{, \alpha} \bar{X}_{, \beta} \bar{g}^{\rho \beta} \delta T_{\rho}^{\alpha}, \\
& =B_{1}+B_{2}+B_{3} . \tag{A.21}
\end{align*}
$$

From the kinetic energy of the scalar field $X=\frac{1}{2} g^{\lambda \sigma} \partial_{\lambda} \phi \partial_{\sigma} \phi$, thus we have

$$
\begin{align*}
X_{, \beta} & =-\frac{1}{2}\left(\partial_{\beta} g^{\lambda \sigma}\right) \partial_{\lambda} \phi \partial_{\sigma} \phi-g^{\lambda \sigma}\left(\partial_{\lambda} \phi\right) \partial_{\beta} \partial_{\sigma} \phi  \tag{A.22}\\
\delta X_{, \beta} & =-\frac{1}{2}\left(\partial_{\beta} \delta g^{\lambda \sigma}\right) \partial_{\lambda} \bar{\phi} \partial_{\sigma} \bar{\phi}-\delta g^{\lambda \sigma}\left(\partial_{\lambda} \bar{\phi}\right) \partial_{\beta} \partial_{\sigma} \bar{\phi} \tag{A.23}
\end{align*}
$$

Using equations (A.22) and (A.23), hence $B_{1}, B_{2}$ and $B_{3}$ become

$$
\begin{align*}
B_{1} & =-\bar{\phi}_{, \alpha} \bar{g}^{\rho \beta} \bar{T}_{\rho}^{\alpha}\left[\frac{1}{2}\left(\partial_{\beta} \delta g^{\lambda \sigma}\right) \bar{\phi}_{, \lambda} \bar{\phi}_{, \sigma}+\delta g^{\lambda \sigma} \bar{\phi}_{, \lambda} \bar{\phi}_{, \sigma \beta}\right] \\
& =-\bar{\phi}_{, 0} \bar{g}^{0 \beta} \bar{T}_{0}^{0}\left[\frac{1}{2}\left(\partial_{\beta} \delta g^{00}\right) \bar{\phi}_{, 0} \bar{\phi}_{, 0}+\delta g^{00} \bar{\phi}_{, 0} \bar{\phi}_{, 0 \beta}\right] \\
& =\dot{\bar{\phi}} \bar{g}^{0 \beta} \bar{\rho}_{m}\left[\frac{1}{2} \dot{\bar{\phi}}^{2} \partial_{\beta}(2 \Phi)+2 \Phi \dot{\bar{\phi}}_{\bar{\phi}_{, \beta}}\right] \\
& =-4 \bar{\rho}_{m} \overline{\bar{X}} \ddot{\bar{\phi}} \Phi \approx 0,  \tag{A.24}\\
B_{2} & =-\bar{\phi}_{, \alpha} \bar{T}_{\rho}^{\alpha} \delta g^{\rho \beta}\left[\frac{1}{2} \bar{\phi}_{, \lambda} \bar{\phi}_{, \sigma} \partial_{\beta} \bar{g}^{\lambda \sigma}+\bar{g}^{\lambda \sigma} \bar{\phi}_{, \lambda} \bar{\phi}_{, \sigma \beta}\right] \\
& =-4 \bar{\rho}_{m} \overline{\bar{X}} \Phi \approx 0,  \tag{A.25}\\
B_{3} & =-\bar{\phi}_{, \alpha} \bar{g}^{\rho \beta} \delta T_{\rho}^{\alpha}\left[\frac{1}{2} \bar{\phi}_{, \lambda} \bar{\phi}_{, \sigma} \partial_{\beta} \bar{g}^{\lambda \sigma}+\bar{g}^{\lambda \sigma} \bar{\phi}_{, \lambda} \bar{\phi}_{, \sigma \beta}\right] \\
& =2 \bar{X} \ddot{\bar{\phi}} \delta \rho_{m} . \tag{A.26}
\end{align*}
$$

From the equations (A.24) - (A.26), we get

$$
\begin{equation*}
\delta \theta_{2}=2 \bar{X} \ddot{\bar{\phi}} \delta \rho_{m} . \tag{A.27}
\end{equation*}
$$

We calculate the perturbation for $\theta_{3}$ as follows

$$
\begin{align*}
\theta_{3} & =\phi_{, \alpha} \nabla_{\mu} T^{\alpha \mu}=\phi_{, \alpha} g^{\alpha \nu} \nabla_{\mu} T_{\nu}^{\mu} \\
\delta \theta_{3} & =\bar{\phi}_{, \alpha}\left(\delta g^{\alpha \nu}\right) \nabla_{\mu} \bar{T}_{\nu}^{\mu}+\bar{\phi}_{, \alpha} \bar{g}^{\alpha \nu} \delta\left(\nabla_{\mu} T_{\nu}^{\mu}\right)=C_{1}+C_{2} . \tag{A.28}
\end{align*}
$$

Using the definition of covariant derivative, we can write $C_{1}$ as follows

$$
\begin{align*}
C_{1} & =\bar{\phi}_{, 0}\left(\delta g^{00}\right) \nabla_{\mu} \bar{T}_{0}^{\mu}=2 \dot{\bar{\phi}} \Phi\left[\partial_{\mu} \bar{T}_{0}^{\mu}+\bar{\Gamma}_{\mu \rho}^{\mu} \bar{T}_{0}^{\rho}-\bar{\Gamma}_{\mu 0}^{\rho} \bar{T}_{\rho}^{\mu}\right] \\
& =-2 \dot{\bar{\phi}} \Phi\left(\dot{\bar{\rho}}_{m}+3 H \bar{\rho}_{m}\right) \approx 0 . \tag{A.29}
\end{align*}
$$

Similarly as $C_{1}$, we can write $C_{2}$ from the equation (A.28) as follows

$$
\begin{align*}
C_{2} & =\bar{\phi}_{, \alpha} \bar{g}^{\alpha \nu} \delta\left[\partial_{\mu} T_{\nu}^{\mu}+\Gamma_{\mu \rho}^{\mu} T_{\nu}^{\rho}-\Gamma_{\mu \nu}^{\rho} T_{\rho}^{\mu}\right] \\
& =\bar{\phi}_{, \alpha} \bar{g}^{\alpha \nu}\left[\partial_{\mu} \delta T_{\nu}^{\mu}+\bar{\Gamma}_{\mu \rho}^{\mu} \delta T_{\nu}^{\rho}+\bar{T}_{\nu}^{\rho} \delta \Gamma_{\mu \rho}^{\mu}-\bar{\Gamma}_{\mu \nu}^{\rho} \delta T_{\rho}^{\mu}-\bar{T}_{\rho}^{\mu} \delta \Gamma_{\mu \nu}^{\rho}\right] \\
& =-\overline{\bar{\phi}}\left[\partial_{\mu} \delta T_{0}^{\mu}+\bar{\Gamma}_{\mu \rho}^{\mu} \delta T_{0}^{\rho}-\bar{\rho}_{m} \delta \Gamma_{\mu 0}^{\mu}-\bar{\Gamma}_{\mu 0}^{\rho} \delta T_{\rho}^{\mu}+\bar{\rho}_{m} \delta \Gamma_{00}^{0}\right] . \tag{A.30}
\end{align*}
$$

Consider the first term in the bracket of the above equation, we have

$$
\begin{align*}
\partial_{\mu} \delta T_{0}^{\mu} & =\partial_{0} \delta T_{0}^{0}+\partial_{i} \delta T_{0}^{i}=-\delta \dot{\rho}_{m}+\partial_{i} \delta T_{0}^{i},  \tag{A.31}\\
T_{\beta}^{\alpha} & =\rho_{m} U^{\alpha} U_{\beta}, \\
\delta T_{\beta}^{\alpha} & =U^{\alpha} U_{\beta} \delta \rho_{m}+\bar{\rho}_{m} \delta\left(U^{\alpha} U_{\beta}\right), \\
\delta T_{0}^{\alpha} & =U^{\alpha} U_{0} \delta \rho_{m}+\bar{\rho}_{m} \delta\left(U^{\alpha} U_{0}\right), \\
\partial_{\alpha} \delta T_{0}^{\alpha} & =\partial_{\alpha}\left[U^{\alpha} U_{0} \delta \rho_{m}+\bar{\rho}_{m} \delta\left(U^{\alpha} U_{0}\right)\right]=\partial_{\alpha}\left[-U^{\alpha} \delta \rho_{m}+\bar{\rho}_{m}\left(U^{\alpha} \delta U_{0+} U_{0} \delta \bar{U}^{\alpha}\right)\right] \\
& =\partial_{\alpha}\left[-U^{\alpha} \delta \rho_{m}++\rho U_{0} \delta U^{\alpha}\right] \\
& =-\left(\partial_{\alpha} U^{\alpha}\right) \delta \rho_{m}-U^{\alpha} \partial_{\alpha} \delta \rho_{m}+\left(\partial_{\alpha} \bar{\rho}\right)_{m} U_{0} \delta U^{\alpha}+\bar{\rho}_{m}\left(\partial_{\alpha} U_{0}\right) \delta U^{\alpha}+\bar{\rho}_{m} U_{0} \partial_{\alpha} \delta U^{\alpha}, \\
\partial_{i} \delta T_{0}^{i} & =-\left(\partial_{i} U^{i}\right) \delta \rho_{m}-U^{i} \partial_{i} \delta \rho_{m}+U_{0}\left(\partial_{i} \overline{\rho_{m}}\right) \delta U^{i}+\bar{\rho}_{m}\left(\partial_{i} U_{0}\right) \delta U^{i}+\bar{\rho}_{m} U_{0} \partial_{i} \delta U^{i} \\
& =-\left(\partial_{i} v^{i}\right) \delta \rho_{m}-v^{i} \partial_{i} \delta \rho_{m}-\bar{\rho}_{m}(1+\Phi) \partial_{i} v^{i} \\
& =-\left(\partial_{i} v^{i}\right) \delta \rho_{m}-v^{i} \partial_{i} \delta \rho_{m}-\bar{\rho}_{m} \partial_{i} v^{i} . \tag{A.32}
\end{align*}
$$

From the equations (A.31) and (A.32), we obtain

$$
\begin{equation*}
\partial_{\mu} \delta T_{0}^{\mu}=-\delta \dot{\rho}_{m}-\left(\partial_{i} v^{i}\right) \delta \rho_{m}-v^{i} \partial_{i} \delta \rho_{m}-\bar{\rho}_{m} \partial_{i} v^{i} \tag{A.33}
\end{equation*}
$$

Consider the second term in the bracket of $C_{2}$, we get

$$
\begin{align*}
\bar{\Gamma}_{\mu \rho}^{\mu} \delta T_{0}^{\rho} & =\bar{\Gamma}_{\mu 0}^{\mu} \delta T_{0}^{0}+\bar{\Gamma}_{\mu i}^{\mu} \delta T_{0}^{i}=\left(\bar{\Gamma}_{00} / \bar{\Gamma}_{i 0}^{i}\right) \delta T_{0}^{0}+\left(\bar{\Gamma}_{0 i}^{\delta}+\bar{\Gamma}_{j i}^{j}\right) \delta T_{0}^{i}=\bar{\Gamma}_{i 0}^{i} \delta T_{0}^{i} \\
& =-3 H \delta \rho_{m} . \tag{A.34}
\end{align*}
$$

Consider the third term in the bracket of $C_{2}$, we get

$$
\begin{align*}
\delta \Gamma_{\mu 0}^{\mu} & =\delta \Gamma_{\mu 0}^{\mu}+\delta \Gamma_{i 0}^{i}=-\bar{g}^{i \beta} \delta g_{\beta \gamma} \bar{\Gamma}_{i 0}^{\gamma}+\frac{1}{2} \bar{g}^{i \alpha}\left(\partial_{i} \delta g_{\alpha 0}+\partial_{0} \delta g_{i \alpha}-\partial_{\alpha} \delta g_{i o}\right) \\
& =-\bar{g}^{i j} \delta g_{j k} \bar{\Gamma}_{i 0}^{k}+\frac{1}{2} \bar{g}^{i j}\left(\partial_{i} \delta g_{j 0}+\partial_{0} \delta g_{i j}-\partial_{j} \delta g_{i o}\right) \\
& =-\bar{g}^{i j} \delta g_{j k} \delta_{i}^{k} H+\frac{1}{2} \bar{g}^{i j} \partial_{0}\left(-2 a^{2} \Phi \delta_{i j}\right)=-\bar{g}^{i j} \delta g_{i j} H-\delta_{i j} \bar{g}^{i j} \partial_{0}\left(a^{2} \Phi\right) \\
& =-3\left(\frac{1}{a^{2}}\right)\left(-2 a^{2} \Phi\right) H-2 a \dot{a} \Phi\left(3 \delta_{11} \bar{g}^{11}\right)=6 H \Phi-6 H \Phi \\
& =0 . \tag{A.35}
\end{align*}
$$

Consider the fourth term in the bracket of $C_{2}$, we get

$$
\begin{align*}
\bar{\Gamma}_{\mu 0}^{\rho} \delta T_{\rho}^{\mu} & =\overline{0}_{000}^{\rho} \delta T_{0}^{\theta}+\bar{\Gamma}_{j 0}^{i} \delta T_{i}^{j}=\delta_{j}^{i} H \rho_{m} v^{j} v_{i} \\
& =\rho_{m} H v^{i} v_{i} \tag{A.36}
\end{align*}
$$

The last term of $C_{2}$ equal to 0 , then we obtain

$$
\begin{equation*}
C_{2}=\dot{\bar{\phi}}\left[\delta \dot{\rho}_{m}+\left(\partial_{i} v^{i}\right) \delta \rho_{m}+v^{i} \partial_{i} \delta \rho_{m}+\bar{\rho}_{m} \partial_{i} \delta v^{i}+3 H \delta \rho_{m}+\rho_{m} H v^{i} v_{i}\right] . \tag{А.37}
\end{equation*}
$$

From the equations (A.29) - (A.37), we obtian the perturbation for $\theta_{3}$ as

$$
\begin{equation*}
\delta \theta_{3}=\dot{\bar{\phi}}\left[\delta \dot{\rho}_{m}+\rho_{m} \partial_{i} v^{i}+v^{i} \partial_{i} \delta \rho_{m}+3 H \delta \rho_{m}+\rho_{m} H v^{i} v_{i}\right] . \tag{A.38}
\end{equation*}
$$

The perturbation calculation for $\theta_{4}$ shown below

$$
\begin{align*}
\theta_{4} & =\phi^{, \alpha} \nabla_{\alpha} T_{m p}=g^{\alpha \beta} \phi_{\beta} \nabla_{\alpha}\left(\phi_{, \rho} \phi_{\sigma} T^{\rho \sigma}\right), \\
\delta \theta_{4} & =\bar{\phi}_{, \beta}\left(\delta g^{\alpha \beta}\right) \bar{\nabla}_{\alpha}\left(\bar{\phi}_{, \rho} \bar{\phi}, \sigma^{{ }_{T}} \bar{T}^{\rho \sigma}\right)+\bar{g}^{\alpha \beta} \bar{\phi}_{, \beta} \delta\left[\nabla_{\alpha}\left(\phi_{, \rho} \phi_{, \sigma} T^{\rho \sigma}\right)\right] \\
& =D_{1}+D_{2} . \tag{A.39}
\end{align*}
$$

Consider $D_{1}$ from the above equation

$$
\begin{align*}
& D_{1}=\bar{\phi}_{, \beta}\left(\delta g^{\alpha \beta}\right) \bar{g}^{\sigma \lambda}\left[\partial_{\alpha}\left(\bar{\phi}_{, \rho} \bar{\phi}_{, \sigma} \bar{T}_{\lambda}^{\rho}\right)-\bar{\Gamma}_{\alpha \sigma}^{\gamma} \bar{\phi}_{, \rho} \bar{\phi}_{, \gamma} \bar{T}_{\lambda}^{\rho}-\bar{\Gamma}_{\alpha \lambda}^{\gamma} \bar{\phi}_{, \rho} \bar{\phi}_{, \sigma} \bar{T}_{\gamma}^{\rho}\right] \\
& =D_{1 a}+D_{1 b}+D_{1 c},  \tag{A.40}\\
& D_{1 a}=\bar{\phi}_{, \beta}\left(\delta g^{\alpha \beta}\right) \bar{g}^{\sigma \lambda} \partial_{\alpha}\left(\bar{\phi}_{, \rho} \bar{\phi}_{, \sigma} \bar{T}_{\lambda}^{\rho}\right)=\bar{\phi}_{, 0}\left(\delta g^{00}\right) \bar{g}^{00} \partial_{0}\left(\bar{\phi}_{, 0} \bar{\phi}_{, 0} \bar{T}_{0}^{0}\right) \\
& =\dot{\bar{\phi}}(2 \Phi)(-1) \partial_{0}\left[\dot{\vec{\phi}}^{2}\left(-\bar{\rho}_{m}\right)\right] \\
& =4 \bar{X} \Phi\left(2 \ddot{\bar{\phi}} \bar{\rho}_{m}+\dot{\bar{\phi}} \dot{\bar{\rho}}_{m}\right) \approx 0,  \tag{A.41}\\
& D_{1 b}=-\bar{\phi}_{, \beta} \bar{\phi}_{, \rho} \bar{\phi}_{, \gamma}\left(\delta g^{\alpha \beta}\right) \bar{g}^{\sigma \lambda} \bar{\Gamma}_{\alpha \lambda}^{\gamma} \bar{T}_{\lambda}^{\rho}=-\bar{\phi}_{, 0} \bar{\phi}_{, 0} \bar{\phi}_{, 0}\left(\delta g^{00}\right) \bar{g}^{00} \bar{\Gamma}_{00}^{0} \bar{T}_{0}^{0} \\
& =0,  \tag{А.42}\\
& D_{1 c}=-\bar{\phi}_{, \beta} \bar{\phi}_{, \rho} \bar{\phi}_{, \sigma}\left(\delta g^{\alpha \beta}\right) \bar{g}^{\sigma \lambda} \bar{\Gamma}_{\alpha \lambda}^{\gamma} \bar{T}_{\gamma}^{\rho} \\
& =0 \text {. } \tag{А.43}
\end{align*}
$$

Then, we get

$$
\begin{equation*}
D_{1} \approx 0 . \tag{A.44}
\end{equation*}
$$

The calculation for $D_{2}$ from the equation (A.39) shown below

$$
\begin{align*}
D_{2} & =\bar{g}^{\alpha \beta} \bar{\phi}_{, \beta} \delta\left[\nabla_{\alpha}\left(\phi_{, \rho} \phi, \sigma T^{\rho \sigma}\right)\right] \\
& =\bar{g}^{\alpha \beta} \bar{\phi}_{, \beta}\left[\left(\delta g^{\sigma \lambda}\right) \nabla_{\alpha}\left(\bar{\phi}_{, \rho} \bar{\phi}_{, \sigma} \bar{T}_{\lambda}^{\rho}\right)+\bar{g}^{\sigma \lambda} \delta\left\{\nabla_{\alpha}\left(\phi_{, \rho} \phi_{, \sigma} T^{\rho \sigma}\right)\right\}\right] \\
& =D_{2 a}+D_{2 b},  \tag{A.45}\\
D_{2 a} & =\bar{g}^{\alpha \beta} \bar{\phi}_{, \beta}\left(\delta g^{\sigma \lambda}\right) \nabla_{\alpha}\left(\bar{\phi}_{, \rho} \bar{\phi}_{, \sigma} \bar{T}_{\lambda}^{\rho}\right) \\
& =4 \bar{X} \Phi\left(2 \ddot{\bar{\phi}}_{m}+\dot{\bar{\phi}}_{\bar{\rho}}^{m}\right) \approx 0,  \tag{A.46}\\
D_{2 b} & =\bar{\phi}_{, \beta} \bar{g}^{\alpha \beta} \bar{g}^{\sigma \lambda} \delta\left[\nabla_{\alpha}\left(\bar{\phi}_{, \rho} \bar{\phi}_{, \sigma} \bar{T}_{\lambda}^{\rho}\right)\right] \\
& =\bar{\phi}_{, \beta} \bar{g}^{\alpha \beta} \bar{g}^{\sigma \lambda} \delta\left[\nabla_{\alpha}\left(\phi_{, \rho} \phi_{, \sigma} T_{\lambda}^{\rho}\right)\right] \\
& =\bar{\phi}_{, \beta} \bar{g}^{\alpha \beta} \bar{g}^{\sigma \lambda} \delta\left[\partial_{\alpha}\left(\phi_{, \rho} \phi,_{\sigma} T_{\lambda}^{\rho}\right)-\Gamma_{\alpha \sigma}^{\gamma} \phi_{, p} \phi \phi_{, \gamma} T_{\lambda}^{\rho}-\Gamma_{\alpha \lambda}^{\gamma} \phi_{, p} \phi_{, \sigma} T_{\gamma}^{\bar{p}}\right] \\
& =\bar{\phi}_{, \beta}^{\alpha \beta} \bar{g}^{\alpha \lambda} \bar{\partial}_{\alpha}\left(\bar{\phi}_{, \rho} \bar{\phi}_{, \sigma} \delta T_{\lambda}^{\rho}\right)=\bar{\phi}_{, 0} \bar{g}^{00} \bar{g}^{00} \partial_{0}\left(\bar{\phi}_{, 0} \bar{\phi}_{, 0 a} \delta T_{0}^{0}\right) \\
& =\dot{\bar{\phi}}(-1)(-1) \partial_{0}\left[\dot{\bar{\phi}}^{2}\left(-\delta \rho_{m}\right)\right]=-2 \dot{\bar{\phi}}\left(\dot{\bar{\phi}} \ddot{\bar{\phi}} \delta_{m}+\bar{X} \delta \dot{\rho}_{m}\right) . \tag{A.47}
\end{align*}
$$

From the equations (A.44) - (A.47), we obtain the perturbation for $\theta_{4}$ as

$$
\begin{equation*}
\delta \theta_{4}=-2 \dot{\bar{\phi}}\left(\dot{\bar{\phi}} \ddot{\bar{\phi}} \delta \rho_{m}+\bar{X} \delta \dot{\rho}_{m}\right) . \tag{A.48}
\end{equation*}
$$

We show the perturbation calculation for $\theta_{5} T_{m p}$ below

$$
\begin{align*}
\theta_{5} T_{m p} & =g^{\alpha \beta} \phi_{, \beta} X_{, \alpha} T_{m p}=g^{\alpha \beta} g^{\sigma \lambda} \phi_{, \beta} X_{, \alpha} \phi_{, \rho} \phi_{, \sigma} T_{\lambda}^{\rho}, \\
\delta\left(\theta_{5} T_{m p}\right) & =\bar{\phi}_{, \beta} \bar{\phi}_{, \rho} \bar{\phi}_{, \sigma}\left[\left(\delta g^{\alpha \beta}\right) \bar{g}^{\sigma \lambda} \bar{X}_{, \alpha} \bar{T}_{\lambda}^{\rho}+\bar{g}^{\alpha \beta}\left(\delta g^{\sigma \lambda}\right) \bar{X}_{, \alpha} \bar{T}_{\lambda}^{\rho}+\bar{g}^{\alpha \beta} \bar{g}^{\sigma \lambda}\left(\delta X_{, \alpha}\right) \bar{T}_{\lambda}^{\rho}\right. \\
& \left.+\bar{g}^{\alpha \beta} \bar{g}^{\sigma \lambda} \bar{X}_{, \alpha} \delta T_{\lambda}^{\rho}\right] \\
& =E_{1}+E_{2}+E_{3}+E_{4},  \tag{A.49}\\
E_{1} & =\bar{\phi}_{, \beta} \bar{\phi}_{, \rho} \bar{\phi}_{, \sigma}\left(\delta g^{\alpha \beta}\right) \bar{g}^{\sigma \lambda} \bar{X}_{, \alpha} \bar{T}_{\lambda}^{\rho}=\bar{\phi}_{, 0} \bar{\phi}_{, 0} \bar{\phi}_{, 0}\left(\delta g^{00}\right) \bar{g}^{00} \bar{X}_{, 0} \bar{T}_{0}^{0} \\
& =8 \bar{\rho}_{m} \bar{X}^{2} \ddot{\bar{\phi}} \Phi \approx 0,  \tag{A.50}\\
E_{2} & =\bar{\phi}_{, \beta} \bar{\phi}_{, \rho} \bar{\phi}_{, \sigma} \bar{g}^{\alpha \beta}\left(\delta g^{\sigma \lambda}\right) \bar{X}_{, \alpha} \bar{T}_{\lambda}^{\rho} \\
& =8 \bar{\rho}_{m} \bar{X}^{2} \overline{\ddot{\phi}}^{\prime} \Phi \approx 0,  \tag{A.51}\\
E_{3} & =\bar{\phi}_{, \beta} \bar{\phi}_{, \rho} \bar{\phi}_{, \sigma} \bar{g}^{\alpha \beta} \bar{g}^{\sigma \lambda} \bar{T}_{\lambda}^{\rho} \delta X_{, \alpha} \\
& =8 \bar{\rho}_{m} \bar{X}^{2} \ddot{\phi} \Phi \approx 0, \\
E_{4} & =\bar{\phi}_{, \beta} \bar{\phi}_{, \rho} \bar{\phi}_{, \sigma} \bar{g}^{\alpha \beta} \bar{g}^{\sigma \lambda} \bar{X}_{, \alpha} \delta T_{\lambda}^{\rho} \\
& =-4 \bar{X}^{2} \ddot{\phi} \delta \rho_{m} . \tag{A.52}
\end{align*}
$$

From the equations (A.49) - (A.52), we obtain

$$
\begin{equation*}
\delta\left(\theta_{5} T_{m p}\right)=-4 \bar{X}^{2} \ddot{\bar{\phi}} \delta \rho_{m} . \tag{A.53}
\end{equation*}
$$

The computation for the perturbation of $T_{m p} \square \phi$ shown below

$$
\begin{align*}
T_{m p} \square \phi & =\phi_{, \alpha} \phi_{, \beta} T^{\alpha \beta} \nabla_{\rho} \partial^{\rho} \phi=\phi_{, \alpha} \phi_{, \beta} T^{\alpha \beta} \frac{1}{\sqrt{-g}} \partial_{\rho}\left(\sqrt{g} \partial^{\rho} \phi\right) \\
& =\phi_{, \alpha} \phi_{, \beta} T^{\alpha \beta} \frac{1}{\sqrt{-g}} \partial_{\rho}\left(\sqrt{-g} g^{\rho \sigma} \partial_{\sigma} \phi\right), \\
\delta\left(T_{m p} \square \phi\right) & =\delta\left(\phi_{, \alpha} \phi_{, \beta} T^{\alpha \beta} \frac{1}{\sqrt{-g}}\right) \partial_{\rho}\left(\sqrt{-\bar{g}} \bar{g}^{\rho \sigma} \partial_{\sigma} \bar{\phi}\right)+\left(\phi_{, \alpha} \phi_{, \beta} T^{\alpha \beta} \frac{1}{\sqrt{-g}}\right) \delta \partial_{\rho}\left(\sqrt{-g} g^{\rho \sigma} \partial_{\sigma} \phi\right) \\
& =(\delta A) \partial_{\rho} \bar{B}+\bar{A} \delta\left(\partial_{\alpha} B\right)=\delta Z_{1}+\delta Z_{2} . \tag{A.54}
\end{align*}
$$

From the metric perturbation given in equation (4.5), we obtain the determinant of this metric as

$$
\begin{align*}
g & =\operatorname{det}\left(g_{\alpha \beta}\right)=-a^{6}(1+2 \Phi)(1-2 \Phi)^{3}, \\
\sqrt{-g} & =a^{3} \sqrt{(1+2 \Phi)(1-2 \Phi)^{3}} . \tag{A.55}
\end{align*}
$$

Using the binomial series

$$
\begin{equation*}
(1+x)^{\alpha}=1+\alpha x+\frac{1}{2!} \alpha(\alpha-1) x^{2}+\ldots \tag{A.56}
\end{equation*}
$$

equation A.55) becomes

$$
\begin{align*}
\sqrt{-g} & =a^{3}\left[1+\frac{1}{2}(2 \Phi)+\ldots\right]\left[1+\frac{3}{2}(-2 \Phi)+\ldots\right] \simeq a^{3}(1+\Phi)(1-3 \Phi) \\
& =a^{3}(1-2 \Phi) . \tag{A.57}
\end{align*}
$$

We also obtain the inverse of the above equation as follows

$$
\begin{align*}
\frac{1}{\sqrt{-g}} & =\frac{1}{a^{3}} \cdot \frac{1}{\sqrt{1+2 \Phi}} \cdot \frac{1}{\sqrt{(1-2 \Phi)^{3}}} \\
& =\frac{1}{a^{3}}\left[1-\frac{1}{2}(2 \Phi)+\ldots\right]\left[1-\frac{3}{2}(2 \Phi)+\ldots\right] \simeq=\frac{1}{a^{3}} \\
& =\frac{1}{a^{3}}(1-4 \Phi) . \tag{A.58}
\end{align*}
$$

From the equation (A.54), we can write $A, A$ background $(\bar{A}), B$ and $B$ background $(\bar{B})$ respectively as

$$
\begin{align*}
A & =\phi_{, \alpha} \phi_{, \beta} T^{\alpha \beta} \frac{1}{\sqrt{-g}}=\phi_{, \alpha} \phi_{, \beta} g^{\gamma \beta} T_{\gamma}^{\alpha} \frac{1}{a^{3}}(1-2 \Phi)  \tag{A.59}\\
\bar{A} & =\bar{\phi}_{, \alpha} \bar{\phi}_{, \beta} \bar{g}^{\gamma \beta} \bar{T}_{\gamma}^{\alpha} \frac{1}{a^{3}}  \tag{A.60}\\
B & =\sqrt{-g} g^{\rho \sigma} \partial_{\sigma} \phi=a^{3}(1-2 \Phi) g^{\rho \sigma} \partial_{\sigma} \phi  \tag{A.61}\\
\bar{B} & =a^{3} \bar{g}^{\rho \sigma} \partial_{\sigma} \bar{\phi} \tag{A.62}
\end{align*}
$$

The perturbation for $A$ is shown below

$$
\begin{align*}
\delta A & =\bar{\phi}_{, \alpha} \bar{\phi}_{, \beta} \delta\left[g^{\gamma \beta} T_{\gamma}^{\alpha} \frac{1}{a^{3}}(1-2 \Phi)\right] \\
& =\bar{\phi}_{, \alpha} \bar{\phi}_{, \beta}\left[\left(\delta g^{\gamma \beta}\right) \bar{T}_{\gamma}^{\alpha} \frac{1}{a^{3}}+\bar{g}^{\gamma \beta}\left(\delta T_{\gamma}^{\alpha}\right) \frac{1}{a^{3}}-\bar{g}^{\gamma \beta} \bar{T}_{\gamma}^{\alpha} \frac{1}{a^{3}}\right] \\
& =\delta A_{1}+\delta A_{2}+\delta A_{3},  \tag{А.63}\\
\delta A_{1} & =\bar{\phi}_{, \alpha} \bar{\phi}_{, \beta}\left(\delta g^{\gamma \beta}\right) \bar{T}_{\gamma}^{\alpha} \frac{1}{a^{3}}=\bar{\phi}_{, 0} \bar{\phi}_{, 0}\left(\delta g^{00}\right) \bar{T}_{0}^{0} \frac{1}{a^{3}} \\
& =-\frac{4}{a^{3}} \bar{X} \bar{\rho}_{m} \Phi=0,  \tag{A.64}\\
\delta A_{2} & =\bar{\phi}_{, \alpha} \bar{\phi}_{, \beta} \bar{g}^{\gamma \beta}\left(\delta T_{\gamma}^{\alpha}\right) \frac{1}{a^{3}}=\bar{\phi}_{, 0} \bar{\phi}_{, 0} \bar{g}^{00}\left(\delta T_{0}^{0}\right) \frac{1}{a^{3}} \\
& =\frac{2}{a^{3}} \bar{X} \delta \rho_{m},  \tag{A.65}\\
\delta A_{3} & =\bar{\phi}_{, \alpha} \bar{\phi}{ }_{, \beta} \bar{g}^{\gamma \beta} \bar{T}_{\gamma}^{\alpha} \frac{1}{a^{3}}=\bar{\phi}_{, 0} \bar{\phi}_{, 0} \bar{g}^{00} \bar{T}_{0}^{0} \frac{1}{a^{3}} \\
& =-\frac{4}{a^{3}} \bar{X} \bar{\rho}_{m} \Phi=0 . \tag{A.66}
\end{align*}
$$

From the equations (A.54), (A.62) - (A.66), We can write $\delta Z_{1}$ as

$$
\begin{align*}
\delta Z_{1} & =\frac{1}{a^{3}} 2 \bar{X} \delta \rho_{m} \partial_{\rho}\left(a^{3} \bar{g}^{\rho \sigma} \partial_{\sigma} \bar{\phi}\right)=\frac{1}{a^{3}} 2 \bar{X} \delta \rho_{m} \partial_{0}\left(a^{3} \bar{g}^{00} \partial_{0} \bar{\phi}\right) \\
& =-\frac{1}{a^{3}} 2 \bar{X} \delta \rho_{m} \partial_{0}\left(a^{3} \partial_{0} \bar{\phi}\right) \\
& =-2 \bar{X} \delta \rho_{m}(3 \overline{\bar{H}} \dot{\bar{\phi}}+\ddot{\bar{\phi}}) . \tag{A.67}
\end{align*}
$$

We derive the perturbation for $\delta Z_{2}$ as

$$
\begin{align*}
\partial_{\rho} B & =\partial_{\rho}\left[a^{3}(1-2 \Phi) g^{\rho \sigma} \partial_{\sigma} \phi\right], \\
\delta\left(\partial_{\rho} B\right) & =\partial_{\rho}\left[-2 a^{3} \Phi \bar{g}^{\rho \sigma} \partial_{\sigma} \bar{\phi}+a^{3}\left(\delta g^{\rho \sigma}\right) \partial_{\sigma} \bar{\phi}+a^{3} \bar{g}^{\rho \sigma} \partial_{\sigma} \delta \phi\right], \\
\delta Z_{2} & =\bar{\phi}_{, \alpha} \bar{\phi}_{, \beta} \bar{g}^{\gamma \beta} \bar{T}_{\gamma}^{\alpha} \frac{1}{a^{3}} \partial_{\rho}\left[a ^ { 3 } \left\{\left(\delta g^{\rho \sigma} \partial_{\sigma}\right) \bar{\phi}-2 \Phi \bar{g}^{\rho \sigma} \partial_{\sigma} \phi\right.\right. \\
& \left.\left.=\bar{\phi}_{, 0} \bar{\phi}_{, 0} \bar{g}^{00} \bar{T}_{\sigma} \delta \phi\right\}\right] \\
& =\frac{1}{a_{0}^{0}} \frac{1}{a^{3}}\left[\partial_{0}\left\{a^{3} \bar{\rho}_{m}\left[\partial_{0}\left\{a^{3} \bar{g}^{00} \partial_{\sigma} \delta \phi\right\}+\partial_{i}\left\{a_{0}^{3} \delta \phi\right\}+\partial_{i}\left\{a^{3} \partial_{\sigma} \delta \bar{g}^{i j} \partial_{j} \delta \phi\right\}\right]\right]\right. \\
& =\frac{2}{a^{3}} \bar{X} \bar{\rho}_{m}\left[-\left\{3 a^{2} \dot{a} \delta \dot{\phi}+a^{3} \delta \ddot{\phi}\right\}+a \partial_{i} \partial_{i} \delta \phi\right] \\
& =\frac{2}{a^{2}} \bar{X} \bar{\rho}_{m} \partial_{i} \partial_{i} \delta \phi=2 \bar{X} \bar{\rho}_{m} \nabla^{2} \delta \phi . \tag{A.68}
\end{align*}
$$

From the equations (A.67) and (A.68), we obtain

$$
\begin{equation*}
\delta\left(T_{m p} \square \phi\right)=-2 \bar{X} \delta \rho_{m}(3 \bar{H} \dot{\bar{\phi}}+\ddot{\bar{\phi}})+2 \bar{X} \bar{\rho}_{m} \nabla^{2} \delta \phi . \tag{A.69}
\end{equation*}
$$

## APPENDIX B TOP HAT MODEL

In this appendix, we show explicit details for the calculation of the nonlinear second order evolution equation for matter density contrast. We also apply top hat model to our calculation 105. From simple symmetric, we have

$$
\begin{equation*}
\left.\partial_{i} \delta_{m}\right|_{\mathbf{x}=0}=v_{m}^{i}(0, t)=0, \tag{B.1}
\end{equation*}
$$

where $v_{m}^{i}(0, t)$ is the comoving velocity. The equation (4.76) becomes

$$
\begin{equation*}
\left.\dot{\delta}_{m}\right|_{\mathrm{x}=0}=-\left.\left[\left(1+\delta_{m}\right) \partial_{i} v_{m}^{i}\right]\right|_{\mathrm{x}=0}, \tag{B.2}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.\partial_{i} v_{m}^{i}\right|_{\mathbf{x}=0}=-\left.\frac{\dot{\delta}_{m}}{1+\delta_{m}}\right|_{\mathbf{x}=0} . \tag{B.3}
\end{equation*}
$$

Differentiating the equation (B.2) with respect to time $t$, and using the equation (4.66), we obtain non-linear second order evolution equation for $\delta_{m}$ at $\mathbf{x}=\mathbf{0}$ as follows

$$
\begin{align*}
\left.\ddot{\delta}_{m}\right|_{\mathbf{x}=0}= & -\left.\left(2 H+\widetilde{Q_{0}} \dot{\phi}\right) \dot{\delta}_{m}\right|_{\mathbf{x}=0}+\left.\frac{4}{3} \frac{\dot{\delta}_{m}^{2}}{1+\delta_{m}}\right|_{\mathbf{x}=0} \\
& +\left.\frac{1+\delta_{m}}{a^{2}}\left(\partial_{i} \Phi+\widetilde{Q}_{0} \partial_{i} \delta \phi\right)\right|_{\mathbf{x}=0} \tag{B.4}
\end{align*}
$$

To obtained the above equation we have used the identity

$$
\begin{equation*}
\left.\nabla\left(\mathbf{v}_{m} \nabla\right) \mathbf{v}_{m}\right|_{\mathbf{x}=0}=\left.\frac{1}{3}\left(\nabla \cdot \mathbf{v}_{m}\right)^{2}\right|_{\mathbf{x}=0}=\left.\frac{1}{3} \frac{\dot{\delta}_{m}^{2}}{\left(1+\delta_{m}\right)^{2}}\right|_{\mathbf{x}=0} \tag{B.5}
\end{equation*}
$$

We then obtain linear second order evolution equation for $\delta_{m}$ as follows

$$
\begin{equation*}
\ddot{\delta}_{m}=-\left(2 H+\widetilde{Q_{0}} \dot{\phi}\right) \dot{\delta}_{m}+\frac{1+\delta_{m}}{a^{2}}\left(\partial_{i} \Phi+\widetilde{Q}_{0} \partial_{i} \delta \phi\right) . \tag{B.6}
\end{equation*}
$$
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